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Abstract

This thesis presents a number of recently published results [1–3] in the field of geometry, mo-

tivated by the study of partial differential equations arising in fluid dynamics and relativity. In

this format, shared background material is consolidated and the results are supplemented by

additional exposition.

This thesis is divided into two parts. In the first, we introduce a general framework for

studying incompressible Navier–Stokes flows on a Riemannian manifold via Monge–Ampère geo-

metry, inspired by multi-symplectic techniques. In two dimensions, the Poisson equation for the

pressure, which acts as a diagnostic equation for the balance of vorticity and rate-of-strain, can

be encoded in terms of a Monge–Ampère structure on the cotangent bundle and we show that,

in higher dimensions, this structure generalises to a pair of multi-symplectic forms. Submani-

folds of the cotangent bundle on which these forms vanish are subsequently studied in lieu of

solutions and are equipped with a metric whose signature and curvature are dictated by the

accumulation of vorticity. This description admits a (multi-)symplectic reduction principle for

three dimensional flows with symmetry and allows topological information about the flow to be

deduced. We conclude by discussing ongoing work to classify the higher dimensional general-

isation of a Monge–Ampère structure. In the second part of this thesis, we derive analogues

of Alexandrov’s patchwork theorem and Toponogov’s theorem for globalising curvature bounds

defined by comparison methods, in the rapidly developing field of Lorentzian pre-length spaces.

Along the way, we derive a number of supplementary results, including Lorentzian analogues of

the Bonnet–Myers theorem and the Lebesgue number lemma. We also highlight several small,

but not insignificant, modifications to the definition of a comparison neighbourhood to account

for points with infinite time separation (e.g. in Anti-de Sitter space). We conclude by discuss-

ing the open problem of the relationship between Lorentzian pre-length spaces, causal sets, and

Gromov–Hausdorff convergence.

Chapter topic indicators, inspired by the cats found in [4]. From left to right: Monge–Ampère
geometry, Fluid dynamics, Metric geometry, and Lorentzian pre-length spaces.
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Lay Summary

The art of geometry has developed immensely since Euclid’s Elements. Key among these devel-

opments was the introduction of non-Euclidean geometry, where, in a plane, a pair of straight

lines which are both perpendicular to some third line need not remain a fixed distance apart

and may instead converge or diverge. This thesis deals with the application of non-Euclidean

geometry to the study of partial differential equations, which relate several variables to their

rates of change.

In the first part, we investigate a problem associated with the Navier–Stokes equations

for a fluid flow, namely the identification of vortices and turbulence. The Navier–Stokes equa-

tions are notoriously resilient to analysis, so much so that proving the existence of solutions

to the equations holds a spot on the list of Millennium prize problems. However, by utilising

the language of differential geometry, it is possible encode the Navier–Stokes equations as a

Monge–Ampère structure, which constrains two/three-dimensional submanifolds in the four/six-

dimensional phase space of the fluid. Properties of these submanifolds, such as their curvature,

can then be related to properties of fluid flows, like the balance of vorticity and rate-of-strain.

In the second part, we direct our attention to the problem of describing the geometry

associated with low-regularity solutions to Einstein’s equations, which can describe gravitational

waves, black holes, or cosmic strings. These solutions may not be sufficiently regular to permit

differentiation, so while regular solutions correspond to Lorentzian manifolds, that is not the

most suitable language here. Fortunately, the recently introduced Lorentzian pre-length spaces

allow us to describe Lorentzian geometry via distances and angles, similarly to how metric

spaces generalise Riemannian manifolds. As such, we focus on transferring several fundamental

results from metric geometry to this new setting, to provide a language with which to study

low-regularity solutions.
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(Higher) Monge–Ampère Geometry

and Fluid Dynamics

Part I

1





Overview of Part I

1
Let M be a m-dimensional manifold with Riemannian metric g̊ and local coordinates

txiumi�1. A (Contact) Monge–Ampère Equation for a function ψ P C8pMq is a second-order

non-linear differential equation on M , given by a quasi-linear combination of the minor determ-

inants of the Hessian matrix for ψ. The minor determinants of order k � 0, 1, � � �m � 1 for an

m �m matrix are the determinants of the sub-matrices formed by removing pm � kq rows and

pm� kq columns from the matrix, while the Hessian matrix is given by ∇̊iBjψ, where ∇̊i is the

Levi-Civita connection for g̊. In particular, the coefficients of these quasi-linear combinations

of minor determinants may themselves be non-linear in the coordinates xi, the function ψ, and

the first order partial derivatives of ψ. If the coefficients do not depend on ψ, then we call the

equation a Symplectic Monge–Ampère Equation.

Such equations arise naturally in models of physical systems, including, but not limited to:

• ψλψxx �
�
λψλ�1ψx � ψt � F pψq

� � 0 — The reaction-diffusion equation in one spatial

dimension, which can be used to model the spread of both chemicals and biological popu-

lations [5].

• ψtt�ψyy �ψzz �ψtx� pψtq2 � 0 — The Khokhlov–Zabolotskaya equation in three spatial

dimensions, which models the propagation of a bounded sound beam through a non-linear

medium [6].

•
�
ψxxψyy � ψ2

xy

��ψzz � 0 — The Chynoweth–Sewell equation in three spatial dimensions,

which can be solved for the geopotential of some incompressible semi-geostrophic flow [7,8].

• ψtt � ψxzψty � ψxyψtz � 0 — The Grant equation in three spatial dimensions, whose solu-

3



4 1 Overview of Part I

tions yield metrics with self-dual curvature tensor, which have applications in the study of

Einstein’s equations and quantum gravity [9,10] (see also Plebanski’s Heavenly equations).

Following on from the work of Sophus Lie, Lychagin [11] observes that all contact Monge–

Ampère equations can be interpreted as constraints on submanifolds of the manifold of 1-jets

J1M , with the constraints obtained by imposing that certain differential forms α P ΩmpJ1Mq
vanish when pulled back to said submanifolds. In the case where the Monge–Ampère equation

is symplectic and does not depend on ψ, the differential form α in fact lives on the cotangent

bundle T �M . It is these symplectic Monge–Ampère equations which we consider in the first part

of this thesis.

As an example, consider the Euclidean plane R2 with coordinates x, y and cotangent bundle

T �R2. Equip the cotangent bundle with local coordinates x, y, q1, q2. Pulling back the differential

form

α � dq1 ^ dy � dq2 ^ dx , (1.0.1)

to the submanifold ι : L ãÑ T �R2, with

ιpLq :�  px, y, ψx, ψyq �� px, yq P R2
( � T �R2 (1.0.2)

for some function ψ P C8pR2q yields

ι�α � pψxx � ψyyq dx^ dy . (1.0.3)

In particular, since dx^dy is a volume form on R2 and therefore does not vanish, the constraint

ι�α � 0 corresponds to the Laplace equation ∆ψ � ψxx � ψyy � 0, which is a Monge–Ampère

equation.

The submanifolds to which we pull-back take the form of the generalised solutions intro-

duced in [12–14] and correspond to solutions of the original Monge–Ampère equation, which

are additionally allowed to be multivalued or defined only on a subset of the domain of the

equation. As such, we may infer properties of solutions to the Monge–Ampère equation by

studying the properties of these generalised solution submanifolds. For example, when classi-

fying Monge–Ampère equations in two independent variables, [15, Theorem 1.5] introduce an

almost (para-)complex structure on T �M , whose type is related to the elliptic/hyperbolic nature

of the underlying equation.

It was with this perspective in mind that Roulstone, Rubtsov, et al. [16–19] took to studying

fluid dynamical flows, first considering the semi-geostrophic equations, shortly followed by the

Poisson equation for the pressure of incompressible Navier–Stokes flows. Of particular interest
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to op. cit. was the formation and topology of vortices; the Poisson equation for the pressure can

be viewed as a non-linear relation between the pressure, vorticity, and rate-of-strain of a Navier–

Stokes flow, hence is a key diagnostic quantity in this investigation [20]. The equation also plays

a role in calculations of turbulence in three dimensions, where vorticity tends to accumulate

in tubes [21]. These vortex tubes are ubiquitous features of turbulent flows and have been

dubbed ‘the sinews of turbulence’ in [22], however, their topology can become highly complicated.

Consequently, extracting such topological information from the Navier–Stokes equations has

proven to be a resilient problem.

While the Poisson equation for the pressure of a fluid flow in Rn can be written in terms

of the components of the velocity as

∆p � �pBivjqpBjviq , (1.0.4)

in two dimensions, where the velocity can be expressed in terms of the derivatives of a stream

function ψ P C8pR2q, we may view (1.0.4) as the Monge–Ampère equation

1
2∆p � BxxψByyψ � pψxyq2 (1.0.5)

for the stream function, provided ∆p is known. Consequently, it is possible to encode the Poisson

equation for the pressure in two dimensions as a differential two-form α P Ω2pT �R2q, which we

can study using the so-called Monge–Ampère geometry of Lychagin. Indeed, [17, 19] were able

to show that when ∆p ¡ 0, the equation is associated to an almost complex structure and is

therefore elliptic, which implies that vorticity dominates over rate-of-strain. This provides a

geometric description of the so-called Weiss criterion derived by [23–25], which can be used to

determine the dominance of vorticity and rate-of-strain via the sign of the Laplacian of pressure.

Despite not having a Monge–Ampère equation in three dimensions, [18] were able to find a

differential three-form α P Ω3pT �R3q which encodes (1.0.4) and whose associated Hitchin almost

(para-)complex structure [26, Section 2.1] plays the same role (we shall return to these points in

greater detail later in the thesis).

The reformulation of (1.0.4) on an arbitrary Riemannian manifold is the main focal point

for this part of the thesis. By approaching our investigation in a covariant manner, we are able

to unify the results of [16–19] in a framework for studying incompressible fluid flows in both

arbitrary dimension and on curved backgrounds, via the multisymplectic geometry of [27–29]. In

particular, we are able to show that there is a choice of multisymplectic form on the cotangent

bundle T �M that encodes the incompressibility, which was assumed a priori in earlier works.



6 1 Overview of Part I

Organisation of Part I An outline of this part of the thesis, which is based on the work [1], is

as follows. We start in Chapter 2 with a brief review of the theory of Monge–Ampère geometry for

symplectic Monge–Ampère equations, beginning by motivating the definition of a Monge–Ampère

structure, which consists of a symplectic form ω and differential m-form α (where m � dimpMq)
on T �M . We then define what it means for submanifolds ι : L ãÑ T �M to be generalised

solutions of a Monge–Ampère structure and provide a description of classical solutions to Monge–

Ampère equations in terms of these submanifolds. For concreteness, we then specialise to Monge–

Ampère equations in two dimensions, providing explicit formulae for these equations and their

corresponding structures, as well as the famous classification result of Lychagin and Rubtsov [15,

Theorem 1.5]. Chapter 2 concludes with the introduction of an entire family of almost (para-

)Hermitian metrics associated to Monge–Ampère equations, along with a proof that such a

metric always exists in the two-dimensional case. This family of metrics generalises the invariant

quantities defined in two dimensions by [16, Equation 4.11] and three dimensions by [15, Equation

2.1].

In Chapter 3 we move on to considering how this theory can be applied to the study

of incompressible, two-dimensional fluid flows. We begin in Section 3.1 with a review of the

incompressible Navier–Stokes equations in Euclidean domains and introduce the physical notions

of vorticity, strain, and divergence. After discussing the Weiss criterion for the dominance of

vorticity and strain in two and three dimensions, we present a formulation of the Navier–Stokes

equations on a Riemannian manifold M and demonstrate how to obtain the Poisson equation

for the pressure in this setting. In particular, the Poisson equation for the pressure contains

additional terms which depend on the Ricci curvature of the underlying manifold in this case.

Passing to two dimensions, in Section 3.2 the (now covariant) Poisson equation for the pressure

becomes a Monge–Ampère equation for the stream function and we revisit the work of [17, 19],

in order to provide a geometric justification for the Weiss criterion in the curved setting. We

highlight the existence of an associated almost (para-)Hermitian metric on the cotangent bundle,

which is distinct from that previously studied in [19, Section 3.2] and whose signature, along

with the signature of its pull-back to classical solutions, is dictated by the relationship between

vorticity and rate-of-strain. As a consequence, the Ricci scalar curvature of the pull-back metric

can be described physically in terms of the accumulation of vorticity, rate-of-strain, and their

gradients, which can then be related to topological information about the flow by means of

the Gauß–Bonnet theorem and Euler characteristic. Finally, in Section 3.3, an example of the

foregoing theory in the (far simpler) Euclidean setting is presented, in order to demonstrate how

our new tools are consistent with existing techniques and indicate how they might be applied.

In Chapter 4, we consider how this approach can be generalised to fluid flows in higher
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dimensions. Concretely, in Section 4.1, we demonstrate there exists a modified Monge–Ampère

structure in two dimensions, which follows from choosing a different symplectic structure on

the cotangent bundle. This new choice of symplectic form encodes the incompressibility of

the flow, coupling it to the Poisson equation for the pressure, which is otherwise unchanged.

The choice is characterised by taking the Hodge-dual of differential forms on the background

manifold, so while it is rather inconsequential in two dimensions, in higher dimensions this

duality leads to the symplectic form in our structure being promoted to an pm � 1q-plectic

form, as we shall see in Section 4.2. Furthermore, in arbitrary dimensions, we can again define

an almost (para-)Hermitian metric on the cotangent bundle, whose pull-back to solutions has

curvature described by gradients of vorticity and strain. Specialising to flows in three dimensions,

the Gauß–Bonnet theorem no longer provides meaningful topological information via the Euler

characteristic. However, in Section 4.2.2 we note that the helicity, a much studied invariant of

incompressible fluid flows [30–32], can be formulated in terms of our geometry and is associated

with topological invariants of linked/knotted vortex tubes. In the penultimate section of this

chapter, Section 4.3, we show how three-dimensional, incompressible fluid flows admitting certain

symmetries can be reduced, by means of both the Marsden–Weinstein reduction process [33] and

the multisymplectic reduction of [34], to a comparatively easy to visualise two-dimensional flow.

The resulting fluid flow need not be incompressible, but can again be studied using the tools

established in Chapter 3. This reduction process replicates the famous Lundgren transformation

for three-dimensional fluid flows with symmetry and the symplectic variant was first illustrated

in the context of Burgers’ vortex in [19, Section 6]. Finally, in Section 4.4, we provide examples

of these reductions in action, in the form of an Arnol’d–Beltrami–Childress flow (which has R

symmetry) and Hicks–Moffatt vortices (which have S1 symmetry).

We conclude in Chapter 5 by presenting an overview of ongoing work and future endeavours.

We take particular interest in the classification of systems of equations given by the pull-back

of differential forms to submanifolds of the cotangent space, such as the Poisson equation for

the pressure and the divergence-free condition in dimension greater than two. These systems of

equations appear to have some relationship to multisymplectic geometry and in that sense can

be seen as a “higher category” of Monge–Ampère equation.
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An Introduction to Monge–Ampère Geometry

2
In this chapter, we provide a pedagogical introduction to the study of Monge–Ampère equa-

tions via geometry. We begin by giving a general overview of Monge–Ampère structures [35, Sec-

tion 1] and their generalised solutions [11, Section 3.4], before moving on to describe several tools

which have been developed specifically to study Monge–Ampère equations in two dimensions.

While the majority of the concepts we introduce in the first two sections of this chapter are

well-known and appear in existing literature (in particular, we follow the textbook [4] and direct

the reader there for additional details), their inclusion allows us to provide context for our latter

results and address some statements which are typically treated as folklore.

The final section of this chapter introduces a new family of almost (para-)Hermitian metrics,

called Lychagin–Rubtsov metrics, which generalise the pseudo-metric defined in three dimensions

in [15, Equation 2.1] and provide several perspectives from which to study the geometry of gen-

eralised solutions. The observation that there exists such a family of metrics was first implied

in the work-in-progress monograph [36, Definition 3.19, Definition 3.30], where they study the

so-called Monge–Ampère metric: the Lychagin–Rubtsov metric which uniquely satisfies some

additional self-duality properties. This metric has also appeared in the same form in [37, Defin-

ition 3.36, Definition 3.41] and is distinct from the metric described in, say [19, Section 3.2].

The fact that this observation is novel might be surprising, especially given the consideration of

Kähler structures in [16, Section 4.c] and [38, Section 3]. However, the metric has historically

been fixed and used to define the corresponding Hermitian form as opposed to the converse. Our

approach of fixing the Kähler form first has been a boon in the study of the Poisson equation

for the pressure of an incompressible fluid flow, since it allows us to provide a unified geometric

9
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description of fluid flows in two and three dimensions, as we shall see in Chapter 3 and Chapter 4.

2.1 Symplectic Monge–Ampère Equations and their Solutions

As in the introduction, let M be an m-dimensional Riemannian manifold with metric g̊ and local

coordinates txiumi�1. In particular, the coordinates represent the independent variables on which

solutions to our Monge–Ampère equations depend. We refer to this manifold as the background

or configuration space for our problem. The cotangent bundle of M is denoted T �M and equipped

with local coordinates txi, qiumi�1, where the xi are the local coordinates we defined on M and

qi are the local fibre coordinates defined on the bundle. We may refer to T �M as the phase

space of our problem. Throughout the remainder of this part of the thesis, we use Einstein’s

summation convention, with indices lowered and raised using g̊ij and its inverse g̊ij respectively,

unless otherwise stated.

In this section, we will describe the process of defining a geometric structure on the cotan-

gent bundle T �M which encodes a given Monge–Ampère equation on M . We shall also observe

how effectiveness of differential forms can be used to remove redundancy in this definition and

demonstrate how a certain class of submanifolds of T �M provides a natural generalisation of a

classical solution to a Monge–Ampère equation.

2.1.1 Multisymplectic Geometry

In order to define such a Monge–Ampère structure on the cotangent bundle, we first require

some tools from differential geometry, namely contraction maps and symplectic forms. In this

subsection we shall define these objects and describe some of their more useful properties, in

particular the existence of Darboux coordinates and a canonical symplectic form.

Although we will only require symplectic geometry when studying the class of Monge–

Ampère equations defined in the introduction, here we couch our definitions in terms of multisym-

plectic (or k-plectic) geometry. The reason for this will become clear in Chapter 4 when we study

the Poisson equation for the pressure of a three-dimensional incompressible fluid flow, which fails

to be a symplectic Monge–Ampère equation and is hence better described by a pair of 2-plectic

forms. For further details on multisymplectic geometry, we direct the interested reader to [27–29].

To begin, let us define the contraction map for a pk � 1q-form:

Definition 2.1.1 (Contraction Map)

Let V be a real vector space and ϖ P�k�1 V � be a pk� 1q-form on V . The contraction map for

ϖ is the map
 : V Ñ

©
kV � ; X  ϖ � ϖpX, � � � q , (2.1.1)
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which takes vector fields X and returns the k-form given by ϖ with X as its first argument.

Definition 2.1.2 (Non-Degenerate Forms and k-Plectic Vector Spaces)

Let V be a real vector space. A pk � 1q-form ϖ P �k�1 V � is called non-degenerate if its

contraction map is injective on V . The pair pV,ϖq is then called a k-plectic vector space. In

the case where k � 1, we call pV,ϖq a symplectic vector space.

In general, the contraction map for a given pk � 1q-form ϖ is not surjective. However,

when k � 1, the rank-nullity theorem implies that the contraction map  : V Ñ V � � V for

ϖ is surjective precisely when it is injective. That is, if pV,ϖq is a symplectic vector space, the

contraction map for ϖ is bijective.

Furthermore, it is a standard exercise in linear algebra to show that symplectic vector

spaces are necessarily even-dimensional and admit a distinguished basis tei, fiumi�1, known as the

Darboux basis, in which

ϖpei, ejq � 0 , ϖpfi, fjq � 0 , and ϖpei, fjq � δij , (2.1.2)

where δij is the Kronecker delta, and takes the value δij � 1 if i � j and zero otherwise. With

respect to the corresponding dual basis te�i , f�iumi�1 on V �, we can therefore write

ϖ � e�i ^ f�i . (2.1.3)

It is then straightforward to show that a 2-form ϖ on a 2m-dimensional vector space V is

non-degenerate if and only if the corresponding m-th exterior power is a non-vanishing top-form

ϖ^ . . .^ϖ � 0. For further discussion of these properties in the context of differential geometry,

see for example [39, Section 1].

Definition 2.1.3 (ℓ-Lagrangian Subspace)

Let pV,ϖq be a k-plectic vector space and let U � V be a subspace of V . The ℓ-th orthogonal

complement UK,ℓ of U with respect to ϖ is defined by

UK,ℓ :� tv P V | v  u1  � � �  uℓ  ϖ � 0 for all u1, � � � , uℓ P Uu , (2.1.4)

for ℓ � 1, � � � , k. If U � UK,ℓ, then we call U an ℓ-Lagrangian submanifold.

In the case where k � 1 and our vector space is symplectic, there are only 1-Lagrangian,

or more simply Lagrangian, subspaces and these subspaces all have dimension 1
2 dimpV q. For

k ¡ 1, the ℓ-Lagrangian subspaces may have different dimension. Furthermore, the condition
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that U � UK,k is equivalent to the restriction ϖ|U � 0 for k ¥ 1.

We denote by ΩkpNq the space of (smooth) differential k-forms on a manifold N , where

Ω0pNq � C8pNq. By considering the tangent spaces to N point-wise as vector spaces, we can

extend Definition 2.1.2 to differential forms on N as follows:

Definition 2.1.4 (k-Plectic Manifolds)

Let N be a (smooth) manifold and let ϖ P Ωk�1pNq be a differential pk� 1q-form on N . If ϖ is

point-wise non-degenerate, then it is called an almost k-plectic form and the pair pM,ϖq is an

almost k-plectic manifold.

If, in addition, ϖ is closed (that is, dϖ � 0), then it is called a k-plectic form and the

pair pM,ϖq is a k-plectic manifold. When k � 1, we replace the term 1-plectic with the more

familiar symplectic, as above.

Definition 2.1.5 (Local Diffeomorphisms and Symplectomorphisms)

Let L and M be Riemannian manifolds. A function h : LÑM is called a local diffeomorphism

if, for all y P L, there exists some open neighbourhood Vy � L of y such that hpVyq is open in M

and the restriction h|Vy : Vy Ñ hpVyq of h to Vy is a diffeomorphism.

Now let pL,ϖ1q and pM,ϖ2q be k-plectic manifolds, for the same fixed k. A local diffeo-

morphism h : LÑM is called a local k-plectomorphism if it additionally preserves the k-plectic

structure, that is, if h�ϖ2 � ϖ1, on each of the Vy. The corresponding definition of a (global)

k-plectomorphism also holds.

Since a symplectic manifold must have even dimensional tangent spaces, it is necessary that

the manifold itself be even dimensional. By the Darboux theorem [39, Theorem 1.9], not only

do we have a Darboux basis on each tangent space, but there always exists local coordinates

txi, qiumi�1 on N , called Darboux coordinates, such the symplectic form can be written as

ω � dqi ^ dxi . (2.1.5)

We call this the canonical symplectic form and denote it by ω to signify its standing. In par-

ticular, for the cotangent bundle N � T �M of our m-dimensional manifold M , the xi are local

coordinates on M and the qi are local coordinates on the fibres.

In contrast, for k ¡ 1, k-plectic manifolds need not admit coordinates which give their k-

plectic forms some canonical presentation [40, Section 5]. While this shall not prove problematic

for our study of higher dimensional fluids in Chapter 4, since we shall instead write the k-plectic

form in symplectic Darboux coordinates, it does prove to be an obstacle in the classification
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of equations arising from such k-plectic forms. We shall discuss ongoing work concerning this

classification in more detail in Chapter 5.

Finally, we require the following definition:

Definition 2.1.6 (ℓ-Lagrangian Submanifolds)

Let pN,ϖq be a k-plectic manifold. A submanifold ι : L ãÑ N , where L is a manifold and ι is an

immersion, is called an ℓ-Lagrangian submanifold of N if and only if TL � TLK,ℓ, where1

TLK,ℓ :�
¤
pPL
tpp,Xpq |Xp P pTpLqK,ℓu , (2.1.6)

for some ℓ � 1, � � � , k.

As for ℓ-Lagrangian subspaces, when k � 1 and pN,ϖq is a symplectic manifold, there

are only 1-Lagrangian, or more simply Lagrangian, submanifolds and these have dimension
1
2 dimpNq. When N � T �M and k � 1, we find dimpLq � dimpMq. Furthermore, the condition

that TL � TLK,k is equivalent to the requirement that the pull-back of the k-plectic form to L

vanishes, i.e. ι�ϖ � 0, for k ¥ 1.

For the remainder of this thesis, submanifolds shall be assumed to be smoothly embedded

and consequently equipped with the induced topology from T �M , unless otherwise specified.

2.1.2 Monge–Ampère Structures

In (1.0.3), we saw how to obtain a Monge–Ampère equation from the pull-back of a differential

2-form α, on T �R2, to submanifolds ι : L ãÑ T �R2 of the form

ιpLq :�  px, y, ψx, ψyq �� px, yq P R2
(
, (2.1.7)

for some ψ P C8pR2q. However, it is possible for two differential forms to give the same equation

if their difference is a differential form whose pull-back to L vanishes. In particular, the canonical

symplectic form (2.1.5) on T �R2 trivially vanishes on L given by (2.1.7), so

α� Fω � dq1 ^ dy � dq2 ^ dx� F pdq1 ^ dx� dq2 ^ dyq (2.1.8)

also yields the Laplace equation on R2 when we impose ι�pα � Fωq � 0 and this works for

any function F P C8pT �R2q. Therefore, if we wish to study the geometry associated to some

Monge–Ampère equation on a manifold M , which differential form on T �M should we choose?

1Since ι is an immersion, the pushforward ι�pTpLq is a subset of the tangent space TιppqN and it is in this
sense that TpL should be understood.
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In order to answer this question, we introduce the concept of an effective differential form,

following [11, Definition 1.3] and [35, Section 1].

Definition 2.1.7 (Effective Differential m-Forms)

Let pN,ϖq be a 2m-dimensional symplectic manifold. A differential m-form α on N is called

ϖ-effective if α^ϖ � 0.

The following theorem of Hodge, Lepage, and Lychagin [11, Theorem 1.4] then tells us that

any differential m-form on N can be uniquely decomposed into a ϖ-effective piece and a multiple

of the symplectic form ϖ. For a more comprehensive treatment of the full result, we direct the

reader to [4, Section 11.2].

Theorem 2.1.8 (Hodge–Lepage–Lychagin Theorem)

Let pN,ϖq be a 2m-dimensional symplectic manifold. Any differential m-form α̃ on N has a

unique decomposition

α̃ � α� α0 ^ϖ , (2.1.9)

where α is ϖ-effective and α0 is some differential pm� 2q-form. Furthermore, if two ϖ-effective

m-forms vanish on the same Lagrangian submanifolds of N , then the m-forms must be propor-

tional.

A differential form α̃ is therefore ϖ-effective if and only if α0 ^ ϖ � 0, by uniqueness of

the decomposition. Hence, Theorem 2.1.8 defines an equivalence relation on differential m-forms,

where each class contains a single ϖ-effective form. Furthermore, given a submanifold ι : L ãÑ N

which is Lagrangian with respect to ϖ, we find that the pull-back of α̃ to L is

ι�α̃ � ι�α� ι�α0 ^ ι�ϖ � ι�α , (2.1.10)

so for every α̃ in the equivalence class rαs, the constraint ι�α̃ � 0 is the same as ι�α � 0. In

particular, for our example of pT �R2, ωq with α � dq1 ^ dy � dq2 ^ dx, it is easy to verify

α^ ω � 0, so α is the sole ω-effective form in the equivalence class defined by (2.1.8).

Consequently, if we wish to study Monge–Ampère equations which arise in this manner, it

will only be necessary to study the ϖ-effective forms α. Putting this all together, we now define

Monge–Ampère structures on T �M [35, Section 1]:

Definition 2.1.9 (Monge–Ampère Structure)

Let M be an m-dimensional manifold with cotangent bundle T �M . Let ϖ be a symplectic form

and α be a ϖ-effective m-form on T �M . The pair pϖ,αq is called a Monge–Ampère structure
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on T �M and α is referred to as the Monge–Ampère form.

So far in this section, we have been pulling back our example Monge–Ampère structure

pT �R2, ωq to the class of Lagrangian submanifolds (2.1.7), given by the graphs of gradients of

functions ψ P C8pR2q in T �R2, in order to generate a Monge–Ampère equation with solution

ψ. However, we are also free to take the pull-back of a Monge–Ampère structure to an arbitrary

Lagrangian submanifold. In the next subsection, we show that doing so allows us to consider a

more general class of solutions which includes multivalued functions.

2.1.3 Classical and Generalised Solutions

Let us start by providing a formal definition of a generalised solution [11, Section 3.4]:

Definition 2.1.10 (Generalised Solutions of Monge–Ampère Structures)

A generalised solution of a Monge–Ampère structure pϖ,αq is a submanifold ι : L ãÑ T �M

which is Lagrangian with respect to ϖ, i.e. dimpLq � dimpMq and ι�ϖ � 0, and for which the

additional constraint ι�α � 0 holds.

Now fix the Monge–Ampère structure pω, αq on T �M , where ω is the canonical symplectic

form. Consider a (global) section dψ : M Ñ T �M given by the differential of some function

ψ P C8pMq and described by xi 7Ñ pxi, Biψq. This defines a Lagrangian submanifold with

respect to the canonical symplectic form ω and ιpLq :� dψpMq � T �M , as in (2.1.7). As we

have seen in our example, the requirement that ι�α � 0 then yields a Monge–Ampère equation

∆αpψq :� pdψq�α � 0 , (2.1.11)

for which ψ is a classical solution. We will often abuse terminology and refer to Lagrangian

submanifolds given by dψpMq as classical solutions of the Monge–Ampère structure pω, αq. The

key here is that classical solutions are trivially Lagrangian with respect to the symplectic form

from our Monge–Ampère structure.

Remark 2.1.11 (Classical Solutions in Non-Canonical Coordinates)

Since generalised solutions are Lagrangian submanifolds, the precise requirements for a gener-

alised solution of a Monge–Ampère structure to correspond to a classical solution of a Monge–

Ampère equation depend on the choice of symplectic form. For example, if we take the symplectic

form ϖ � dq1^dx2�dq2^dx1 on T �R2, the submanifolds dψpMq are not trivially Lagrangian

and pdψq�ϖ � 0 yields the Laplace equation as a constraint on ψ.2 Instead, consider submani-

2In particular, if ψ satisfies both pdψq�ϖ � 0 and pdψq�α � 0, then dψpMq is a generalised solution for
pϖ,αq.
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folds ι : L ãÑ T �R2 given by

ιpLq � � dψpR2q � tpx, y,�ψy, ψxq | px, yq P R2u , (2.1.12)

where � is the Hodge star operator on R2. These are trivially Lagrangian with respect to ϖ and

p� dψq�ϖ � 0 is automatic.

More generally, let pϖ, α̃q be a Monge–Ampère structure on T �M . Then by the Darboux

theorem, there exists a local symplectomorphism

F : pT �M,ωq Ñ pT �M,ϖq ; F �ϖ � ω , (2.1.13)

which takes our symplectic form ϖ to the canonical one in a neighbourhood of each point. This

function also yields an ω-effective Monge–Ampère form α � F �α̃ via pF �α̃q^ω � F �pα̃^ϖq � 0.

It is straightforward to check that a submanifold ι : L ãÑ T �M is a generalised solution for pω, αq
if and only if ι̃ :� F � ι : L ãÑ T �M is a generalised solution for pϖ, α̃q. In particular,

pdψq�α � pF � dψq�α̃ , (2.1.14)

so while classical solutions ψ P C8pMq of our Monge–Ampère equation correspond to generalised

solutions of pω, αq with the form dψpMq, they correspond to generalised solutions of pϖ, α̃q with

the form F � dψpMq. It is easy to verify that these are precisely the submanifolds of T �M on

which ϖ trivially vanishes:

pF � dψq�ϖ � pdψq�pF �ϖq � dψ�ω � 0 . (2.1.15)

In summary, a classical solution of a Monge–Ampère structure is a solution which would be given

by a section dψ if we were in Darboux coordinates.

△

So far we have seen how pulling back differential forms on pT �M,ϖq to Lagrangian subman-

ifolds can yield Monge–Ampère equations and how differential forms with the same ϖ-effective

piece produce the same equation. In [15], it is observed that, as a corollary of Theorem 2.1.8,

there is a bijection between Monge–Ampère equations on a manifold M and ω-effective forms on

T �M ; using the previous remark, we may now formulate this in the language of Monge–Ampère

structures:

Corollary 2.1.12 (Monge–Ampère Structures and Equations)

Let M be an m-dimensional manifold, T �M be its cotangent bundle, and ϖ be a fixed symplectic
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form on T �M . There is a bijection between Monge–Ampère structures pϖ, α̃q and Monge–Ampère

equations, with Monge–Ampère equations being given by

pF � dψq�α̃ � pdψq�pF �α̃q � 0 , (2.1.16)

where F : pT �M,ωq Ñ pT �M,ϖq is a local symplectomorphism satisfying F �ϖ � ω.

In essence, Remark 2.1.11 and Corollary 2.1.12 state that there is a one-to-one correspond-

ence between Monge–Ampère equations and Monge–Ampère structures with fixed symplectic

form, regardless of the choice of symplectic form. Consequently, we can consider all Monge–

Ampère equations on a manifold M with respect to whichever symplectic form we prefer. Fur-

thermore, the second part of Theorem 2.1.8 tells us that if two Monge–Ampère structures pϖ,α1q
and pϖ,α2q on T �M have the same set of generalised solutions, then the Monge–Ampère forms

α1 and α2 are proportional. That is, their corresponding Monge–Ampère equations differ only

by a scale factor F pxi, Biψq. In particular, this allows us to freely scale our Monge–Ampère form

as necessary. Should we wish to remove this redundancy, it is possible to fix a scale for our

Monge–Ampère form, as we shall see in Section 2.2.1.

In what follows, we fix our symplectic form ω to be the canonical one for simplicity. Given

that the class of generalised solutions of a Monge–Ampère structure pω, αq includes submani-

folds dψpMq � T �M which correspond to classical solutions ψ P C8pMq of a Monge–Ampère

equation, this begs the question: what do the generalised but non-classical solutions of a Monge–

Ampère structure correspond to, in terms of functions which solve a Monge–Ampère equation?

In [35, Section 1], Banos provides conditions under which a generalised solution may be described

locally by classical solutions, which goes part-way to answering this question. These conditions

are described precisely by the following definition and proposition:

Definition 2.1.13 (Locally-a-Section Submanifold)

A submanifold ι : L ãÑ T �M is called locally-a-section if, for all y P L, there exists a neighbour-

hood Vy � L of y, an open set Uy �M , and a function ψy P C8pUyq such that ιpVyq � dψypUyq.

Proposition 2.1.14 (Locally-a-Section iff Local Diffeomorphism)

Let pM, gq be a Riemannian manifold and let its cotangent bundle be equipped with the canonical

symplectic form ω. Let π : T �M ÑM be the canonical projection on the cotangent bundle T �M .

A Lagrangian submanifold ι : L ãÑ T �M with respect to ω is locally-a-section if and only if the

projection π|L :� π � ι : LÑM is a local diffeomorphism.

Since [35] does not provide a proof of Proposition 2.1.14, one can be found in Appendix A.
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For now, we note that Proposition 2.1.14 implies, for locally-a-section submanifolds ι : L ãÑ
T �M , there is a neighbourhood Vy � L of each y P L which can be given the local coordinates

from some open set Uy �M , with respect to which π|y :� π|L|Vy : Vy Ñ Uy is locally the identity.

Furthermore, if L corresponds to a classical solution, i.e. is a global section, then this property

holds with Vy � L and Uy �M , see Figure 2.1.1.

Although π|L is a local diffeomorphism when L is locally-a-section, the projection need not

be injective or surjective onto M , though π|L must be an immersion by [41, Proposition 4.8(a)].

In particular, patching together the functions ψy may result in a multivalued function on M , or

a function which is only defined on a subset of the domain; Definition 2.1.5 and Definition 2.1.13

only require properties to hold in a neighbourhood of each y P L and are not interested in

how many times each point in M is used to satisfy these properties. Furthermore, arbitrary

generalised solutions (those which are not locally-a-section) may exhibit points where π|L is

non-immersive, which we call projection singularities. Around such singular points, we cannot

describe L solely using local coordinates xi fromM and instead require the language of generating

functions [42,43]. Figure 2.1.1b provides a schematic of a generalised solution exhibiting each of

these pathologies.

Since locally, around generic points (where π|L is immersive), generalised solutions can

be described by a classical solution, we shall predominantly consider classical solutions moving

forward. Recent work of [44] showed that, in the context of the semi-geostrophic equations,

projection singularities can produce degeneracies in metrics on L and that these can be related

to shocks or wave-fronts. Considering only (locally) classical solutions to (1.0.5) will allow us to

investigate the relationship between metrics on L and the properties of fluid flows, without having

to account for such additional degeneracies. The study of fully generalised solutions to (1.0.5)

and the degeneracies arising from projection singularities is a subject for future research.

Remark 2.1.15 (Sufficiently Smooth Solutions)

While classical solutions to a ℓ-th order partial differential equation are generally only required

to be as differentiable as the the maximum number ℓ of derivatives taken, we restrict ourselves to

considering smooth classical solutions above. This ensures that, for an m-dimensional manifold

M , the Monge–Ampère operator ∆α : C8pMq Ñ ΩmpMq � C8pMq from (2.1.11) takes smooth

functions to smooth functions. One approach to properly considering all classical solutions would

be to treat Monge–Ampère operators of the form ∆α : C kpMq Ñ Ωmk�ℓpMq � C k�ℓpMq with

k ¥ ℓ, where Ωmk�ℓpMq denotes the space of m-forms on M with only pk� ℓq-times differentiable

coefficients. The Lagrangian submanifolds corresponding to our generalised solutions would then

not be required to be smooth. Smooth solutions are sufficient for our purposes, so we leave further

investigation of this idea for future research.
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ιpLq � dψ

T �M

xi

qi

(a) Classical solutions ψ of a Monge–Ampère
equation correspond to the graph of their dif-
ferential L :� dψ in T�M . Here, the projec-
tion π|L is a diffeomorphism.

T �M

ιpLq

xi

qi

(b) The projection π|L for a generalised solu-
tion may be non-immersive, non-injective,
and non-surjective, indicated by red crosses,
red shading, and grey dots respectively.

Figure 2.1.1: Schematic representation of classical and generalised solutions of a Monge–
Ampère equation, interpreted as submanifolds of the cotangent bundle T �M . Here, the
horizontal axis represents the base manifold M with local coordinates xi, while the vertical
represents the fibres with local coordinates qi.

△

2.2 Almost (Para-)Complex Structures and Lychagin–Rubtsov Metrics

In this section, we introduce the notion of an almost (para-)complex structure on a manifold

N and illustrate how said structure can be used to define a metric on N . In particular, we

wish to consider almost (para-)complex structures on T �M which can be constructed from the

differential forms in our Monge–Ampère structure, such that the resulting metric depends on

our choice of Monge–Ampère equation. For more information on the almost complex case, we

direct the reader to the textbook [45, Chapter 8]. There is far less literature concerning almost

para-complex structures, however [46] provide an excellent review of the fundamentals.

In what follows, let N be a manifold with tangent bundle TN and let ΓpTNq denote the

space of global sections of TN , that is, the space of vector fields on N . Furthermore, let I denote

the identity on TN .

Definition 2.2.1 (Almost (Para-)Complex Structure)

Let N be a manifold. An endomorphism J : TN Ñ TN is called an

• almost complex structure if J2 � �I ,
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• almost para-complex structure if J2 � I and trpJq � 0.

Accordingly, we call the pair pN, Jq with J2 � �I and trpJq � 0 an almost (para-)complex

manifold.

If J is an almost complex structure on N , then its eigenvalues are �i, where i :� ?�1. The

corresponding eigenspaces, which we call the holomorphic and anti-holomorphic tangent bundles,

are respectively given by

T 1,0N :� tX � iJX |X P TNu and T 0,1N :� tX � iJX |X P TNu . (2.2.1)

These bundles define a decomposition of the complexified tangent bundle TCN :� TN b C �
T 1,0N ` T 0,1N . Furthermore, Binet’s theorem implies

p�1qdimpNq � det
�
J2

� � pdet Jq2 ¡ 0 , (2.2.2)

so almost complex manifolds are necessarily even dimensional.

Analogously, in the almost para-complex case, the eigenvalues of J are �1 and the corres-

ponding eigenspaces

T 1,0N :� tX � JX |X P TNu and T 0,1N :� tX � JX |X P TNu (2.2.3)

define a decomposition of the real tangent bundle TN � T 1,0N ` T 0,1N . As trpJq � 0, the

eigenvalues �1 must appear with equal multiplicities (i.e. T 1,0N and T 0,1N are of the same

rank), so almost para-complex manifolds are also necessarily even dimensional.

Definition 2.2.2 (Integrable (Para-)Complex Structures)

Let J be an almost (para-)complex structure on a manifold N . We call J integrable if and only

if the bundles T 1,0N and T 0,1N are both integrable in the sense of Frobenius, that is, if

rΓpT 1,0Nq,ΓpT 1,0Nqs � ΓpT 1,0Nq and rΓpT 0,1Nq,ΓpT 0,1Nqs � ΓpT 0,1Nq , (2.2.4)

where ΓpDq denotes the space of smooth sections of a bundle D over M and r� , �s is the usual

Lie bracket on vector fields. In this case, we may refer to J as a (para-)complex structure.

It is straightforward to verify that an algebraic condition equivalent to the Frobenius in-

tegrability of the bundles T 1,0N and T 0,1N is the vanishing of the Nijenhuis tensor

NJpX,Y q :� �J2rX,Y s � JrX,JY s � JrJX, Y s � rJX, JY s , (2.2.5)
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for all X,Y P TN . If J is almost complex, integrability of T 1,0N is equivalent to integrability of

T 0,1N by complex conjugation, however this is not true in the almost para-complex case. Indeed,

for J almost para-complex, the condition that T 1,0N (resp. T 0,1N) is integrable in the sense of

Frobenius is equivalent to NJ vanishing on T 0,1N (resp. T 1,0N) and these two requirements are

independent.3

By duality of the tangent and cotangent bundles, when J is an almost complex structure, we

also obtain a decomposition of the space of complex 1-forms Ω1
CpNq :� Ω1pNq bC � Ω1,0pNq `

Ω0,1pNq. Taking exterior products and linear combinations, it is then possible to define the space

of smooth differential pp, qq-forms Ωp,qpNq on N which are complex r-forms (where r � p � q)

that act non-trivially on p elements of the T 1,0N and q elements of T 0,1N . Similarly, when J

is an almost para-complex structure, we obtain a decomposition of the space of real 1-forms

Ω1pNq � Ω1,0pNq ` Ω0,1pNq and Ωp,qpNq is the analogous space of (real) pp, qq-forms.

Definition 2.2.3 (Almost (Para-)Hermitian Form and Metric)

Let pN, Jq be an almost (para-)complex manifold. A real differential p1, 1q-form on N is called

an almost (para-)Hermitian form for J . Since p1, 1q forms satisfy

KpJX, Y q � �KpX,JY q , (2.2.6)

for all X,Y P ΓpTT �Mq, we are naturally led to a metric gpX,Y q � KpX, JY q on N , which

we call an almost (para-) Hermitian metric.

If the differential p1, 1q-form K is also closed, we shall call K an almost (para-)Kähler

form and g an almost (para-) Kähler metric. In the case where J is integrable, then we drop

the word “almost” from the qualifiers. A priori, almost (para-)Hermitian metrics can be any

signature. However, [51, Section 1] show, using gpX,Xq � �gpJX, JXq and isotropy of the

bundles T 1,0N and T 0,1N , that almost para-Hermitian metrics are necessarily Kleinian, i.e.

they have signature pm,mq on a 2m dimensional manifold. In contrast, almost Hermitian metrics

satisfy gpX,Y q � gpJX, JY q and we can make no such statement.

2.2.1 Monge–Ampère Structures and Metrics in Two Dimensions

Let us now apply the theory we described above to the case of two-dimensional Monge–Ampère

structures. For more details concerning Monge–Ampère equations and their structures in two

dimensions, we direct the interested reader to [4].

3For more information on how the integrability of the structure J is related to the existence of holomorphic
coordinates on N , see the Newlander–Nirenberg theorem e.g. [47, 48]. In the para-complex case, see [49] and [50,
Section 2.1].
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Let N � T �M be the four-dimensional cotangent bundle of some two-dimensional Rieman-

nian manifold M and let pϖ,αq be some Monge–Ampère structure on T �M . The symplectic

form ϖ is a non-degenerate two-form and therefore, by our discussion in Section 2.1.1, defines

a volume form ϖ ^ ϖ � 0 on T �M . We shall call the scaled volume form 1
2ϖ ^ ϖ the Li-

ouville volume form in four dimensions. The following quantity encodes the ratio between the

wedge-square of the Monge–Ampère form α and the symplectic form ϖ.

Definition 2.2.4 (Pfaffian)

Let M be a two-dimensional Riemannian manifold with cotangent bundle T �M and let pϖ,αq be

a Monge–Ampère structure on T �M . The Pfaffian of α with respect to ϖ is given by

Pfϖ : Ω2pT �Mq Ñ C8pT �Mq ; α^ α :� Pfϖpαqϖ ^ϖ . (2.2.7)

It should be clear that the Pfaffian of a Monge–Ampère form α vanishes at a point p P T �M
if and only if α is degenerate at p, in which case we call the Monge–Ampère form and its

corresponding equation parabolic. When Pfϖpαq ¡ 0, we call the Monge–Ampère form α and

equation elliptic, while if Pfϖpαq   0, we call them hyperbolic.

Remark 2.2.5 (Classification of Monge–Ampère PDEs)

The fact that our choice of terminology here coincides with the classification of non-linear second

order PDEs in two variables is no coincidence, as we shall now show. The family of Monge–

Ampère equations for functions ψ P C8pR2q, where R2 is equipped with coordinates x, y, can

be written as

Aψxx � 2Bψxy � Cψyy �Dpψxxψyy � pψxyq2q � E � 0 , (2.2.8)

where subscripts indicate partial derivatives with respect to x and y, andA, B, C, D, and E are

smooth functions of x, y, ψx and ψy (in the contact case they may also depend on ψ). The type

of this equation is given by the type of its linearisation d
dε |ε�0∆αpψ � εϕq � 0 about a solution

ψ. This, in turn, is given by the determinant of the matrix of coefficients

ℓ :�
�
A�Dψxx B �Dψxy
B �Dψxy C �Dψyy

�
, (2.2.9)

of the second order terms in the linearised equation. More precisely,

detpℓq � AC �B2 �DE , (2.2.10)

and we call the equation elliptic if detpℓq ¡ 0, hyperbolic if detpℓq   0, and parabolic if detpℓq � 0.

For more details on the classification of second order PDEs, see for example [52, Chapter 2].
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Now let T �R2 be equipped with the coordinates x, y, q1 and q2, as in Chapter 1, and fix ω

to be the canonical symplectic form in these coordinates. The ω-effective forms on T �R2 are

α � Ãdq1 ^ dy � C̃dq2 ^ dx� B̃pdq2 ^ dy � dq1 ^ dxq � D̃dq1 ^ dq2 � Ẽdx^ dy , (2.2.11)

where Ã, B̃, C̃, D̃, and Ẽ are smooth functions of x, y, q1, and q2. The equations (2.2.8) are

then obtained by pulling back the differential forms α to classical solutions, i.e. by considering

pdψq�α � 0 and fixing the notation A � pdψq�Ã, B � pdψq�B̃ and so forth. The Pfaffian of α

with respect to ω is then given by

Pfωpαq � ÃC̃ � B̃2 � D̃Ẽ . (2.2.12)

The pull-back of this quantity to a classical solution ψ is then precisely the discriminating

quantity (2.2.10)

△

Given a Monge–Ampère structure pϖ,αq on T �M , whenever the Pfϖpαq is non-zero, fol-

lowing [15, Section 1], we may define an endomorphism Jα : T pT �Mq Ñ T pT �Mq by

αa
|Pfϖpαq|

�: Jα  ϖ . (2.2.13)

The ϖ-effectiveness of α then yields the identity

a
|Pfϖpαq|

�
J2
α
 ϖ � sgnpPfϖpαqqϖ

�^ϖ � Jα  pα^ϖq � 0 . (2.2.14)

Upon combining this identity with the non-degeneracy of ω, we immediately see that J2
α �

�sgnpPfϖpαqqI. Letting ϖ�1 denote the poly-vector dual to ϖ, i.e. ϖ�1  ϖ � 1, [4, Theorem

5.2.3] implies that a differential 2-form α P Ω2pT �Mq is ϖ-effective in the sense of Definition 2.1.7

if and only if ϖ�1  α � 0. Therefore, it follows from

trpJαq � ϖ�1  Jα  ϖ � ϖ�1  α � 0 , (2.2.15)

that Jα is traceless. Consequently, Jα is an almost complex (resp. para-complex) structure when

Pfϖpαq ¡ 0 (resp. Pfϖpαq   0).

The Pfaffian transforms as Pfϖpκαq � κ2Pfϖpαq under scaling of the form α by a non-zero

function κ P C8pT �Mq. In particular, PfϖpJα  ϖq � sgnpPfϖpαqq. Therefore, all multiples of

a Monge–Ampère form α are assigned the same almost (para-)complex structure Jα, up to an

overall sign given by sgnpκq, and (2.2.13) defines a canonical scale for our Monge–Ampère forms,
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namely that in which the Pfaffian has modulus 1.

The following fundamental theorem from [15, Theorem 1.5] (see also [53, Theorem 1])

provides us with necessary and sufficient conditions on the Monge–Ampère structure pϖ,αq for

J to be integrable:

Theorem 2.2.6 (The Lychagin–Rubtsov Theorem)

Let M be a two-dimensional Riemannian manifold with cotangent bundle T �M and let pϖ,αq be

a Monge–Ampère structure on T �M . Let Jα denote the almost (para-)complex structure (2.2.13).

The following are equivalent:

• Jα is an integrable (para-)complex structure.

• dpJα  ϖq � 0.

• The Monge–Ampère equation corresponding to α is locally symplectomorphic to the Laplace

equation if Pfϖpαq ¡ 0 and the Wave equation if Pfϖpαq   0.

Furthermore, the following result from [1, Proposition B.2.] (which also appears in [37,

Lemma 3.8] and the work in progress monograph [36, Lemma 3.14]) shows that there always

exists an almost (para-)Hermitian form with respect to Jα on T �M , which we denote by K. As

ϖ and Jα ϖ define non-degenerate differential p2, 0q- and p0, 2q-forms on T �M with respect to

Jα, the triple ϖ, α, and K are linearly independent.4

Proposition 2.2.7 (Existence of Differential p1, 1q-Forms)

For Jα as defined in (2.2.13), there exists a differential p1, 1q-form K P Ω2pT �Mq such that

K ^K � 0, K ^ϖ � 0, and K ^ pJα  ϖq � 0.

Given an almost (para-)Hermitian form on T �M with respect to the almost (para-)complex

structure described by a Monge–Ampère structure pϖ,αq as in (2.2.13), we may define an almost

(para-)Hermitian metric gpX,Y q � KpX, JY q as in Definition 2.2.3. We call an almost (para-

)Hermitian metric constructed from a Monge–Ampère structure in this way a Lychagin–Rubtsov

metric.

Remark 2.2.8 (Choices of Lychagin–Rubtsov Metric)

At this stage, it is worth noting how our consideration of the almost (para-)Hermitian metrics

associated to a Monge–Ampère structure differs from earlier works. More precisely, we are free

to choose any p1, 1q-form with respect to Jα in order to construct our metric, while [16, Equation

4The p2, 0q- and p0, 2q-forms are given by ϖ� iJα  ϖ in the almost complex case and by ϖ� Jα  ϖ in the
almost para-complex case.
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4.11] (see also [19, Section 3.2] and [38, Section 2]) fix the non-degenerate bilinear form

gαpX,Y q :� rpX  αq ^ pY  ϖq � pY  αq ^ pX  ϖqs ^ volM
1
2ϖ

2
(2.2.16)

on T �M to be their metric and define their p1, 1q-form to be the one which yields this metric,

namely KpX,Y q � gαpĴX,Y q (up to a choice of conformal factor which varies depending on the

text). In [54], the metric (2.2.16) has been linked to a metric occurring in the theory of optimal

mass transport with respect to which optimal maps are characterised via volume-maximising

Lagrangian submanifolds.

Up to a conformal factor obtained by scaling the p1, 1q-form K, it can be seen that the

choice of Lychagin–Rubtsov metric g corresponds to a choice of almost (pseudo-)quaternionic

structure on T �M . Indeed, consider the triple of non-degenerate 2-forms pϖ,α,Kq, where α and

K are scaled such that their Pfaffians with respect to ϖ have modulus 1, i.e.

ϖ ^ϖ � Pfϖpαqα^ α � PfϖpKqK ^K . (2.2.17)

The identity (2.2.13) can be used to define an almost (para-)complex structure for any pair of

non-degenerate 2-forms, so we define

α �: J  ϖ , K �: R α , and ϖ �: S  K , (2.2.18)

with J2 � �Pfϖpαq I, S2 � �PfϖpKq I, and R2 � �PfϖpαqPfϖpKq I. These three almost

(para-) complex structures define an almost (pseudo-)quaternionic structure on T �M , see Ap-

pendix B.1 for details. In particular, changing K while keeping the Monge–Ampère structure

pϖ,αq fixed changes R and S but not J .

Finally, in [36, Proposition 3.15] (see also [37, Proposition 3.13]), extra constraints are placed

on the Lychagin–Rubtsov metric associated with the Monge–Ampère structure pϖ,αq in order

to make the choice unique (up to a sign). In particular, K is chosen such that PfϖpKq � Pfϖpαq,
so R is always an almost complex structure, and such that pϖ,α,Kq are all anti-self-dual with

respect to the resulting metric g. They call this metric the Monge–Ampère metric. We shall not

make use of the Monge–Ampère metric in this thesis and instead make a choice of Lychagin–

Rubtsov metric that brings the geometric structures for fluid flows in two and three dimensions

into alignment.

△
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2.2.2 Monge–Ampère Structures and Metrics in Higher Dimensions

Let us now make a brief comment on the analogous construction in higher dimensions, focusing

on the three dimensional case. Although the Poisson equation for the pressure we study in later

chapters fails to be a Monge–Ampère equation in dimension higher than two, we shall still take

inspiration from the following techniques in that setting.

We begin by noting that, while the complex structure Jα in (2.2.13) is defined for any

Monge–Ampère structure pϖ,αq in two dimensions (this is easily seen by taking the matrix

representation of the definition and using the non-degeneracy of ϖ), in higher dimensions the

forms ϖ and α are of different orders and the definition is nonsensical. Consequently, in three

dimensions, we require an alternative way to construct an almost (para-)complex structure from

our Monge–Ampère structure.

Fortunately for us, the work of Hitchin [26] provides a resolution (see also [35, Section 3]).

In particular, they note that there is an isomorphism Ω5pT �Mq � ΓpTT �MqbΩ6pT �Mq induced

by the natural exterior product pairing Ω1pT �Mq bΩ5pT �Mq Ñ Ω6pT �Mq. Explicitly, we have

ϕ : Ω5pT �Mq Ñ ΓpTT �MqbΩ6pT �Mq , ϕpρqpλ,X1, . . . , X6q :� X1
 . . . X6

 pρ^λq (2.2.19)

for all ρ P Ω5pT �Mq, λ P Ω1pT �Mq, and X1, . . . , X6 P ΓpTT �Mq. Consequently, we may define

the following:

Definition 2.2.9 (Hitchin Endomorphism and Pfaffian)

Let M be a three-dimensional manifold with cotangent bundle T �M . Fix a volume form vol on

T �M and let α P Ω3pT �Mq. The Hitchin endomorphism Ĵ vol
α : T pT �Mq Ñ T pT �Mq is given by

Ĵ vol
α pXq vol :� ϕpα^X  αq . (2.2.20)

In particular, pĴ vol
α q2 � �HPfvolpαqI for some function HPfvolpαq P C8pT �Mq, which we call

the Hitchin Pfaffian [26, Section 2] and tr
�
Ĵ vol
α

	
� 0.

Therefore, we may define an almost (para-)complex structure by scaling the Hitchin endo-

morphism with respect to the Hitchin Pfaffian, whenever the Hitchin Pfaffian is non-zero. More

precisely,

Ĵα :� 1a|HPfvolpαq| Ĵ vol
α . (2.2.21)

is an almost complex structure when HPfvolpαq ¡ 0 and an almost para-complex structure when

HPfvolpαq   0. This definition is independent of the choice of volume form, up to an overall sign,

since scaling vol in (2.2.20) by a non-zero function κ P C8pT �Mq causes the Hitchin Pfaffian
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to scale as κ2HPfκvolpαq � HPfvolpαq. As we will only be interested in the sign of the Hitchin

Pfaffian and this is invariant under scaling of vol, we omit the subscript on HPfpαq moving

forward.

Now let pϖ,αq be a Monge–Ampère structure on T �M , with M a three-dimensional mani-

fold. Using the above, we may define an almost (para-)complex structure Ĵα associated with

the Monge–Ampère structure. Furthermore, given a differential 2-form K̂, which is p1, 1q with

respect to Ĵα and satisfies K̂pĴαX,Y q � �K̂pX, ĴαY q, we may again define a metric

ĝpX,Y q :� K̂pX, ĴαY q , (2.2.22)

which we call a Lychagin–Rubtsov metric for pϖ,αq. Furthermore, following [35, Definition

4.1], we call the Monge–Ampère equation associated with α elliptic if HPfpαq ¡ 0, hyperbolic if

HPfpαq   0, and parabolic if HPfpαq � 0, in complete analogy with the two-dimensional case.

The standard choice of metric when studying Monge–Ampère structures pϖ,αq in three

dimensions is that given by the Lychagin–Rubtsov invariant [15, Equation 2.1] (see also [19,

Section 4.1]), namely:

gαpX,Y q � pX  αq ^ pX  αq ^ϖ
vol

, (2.2.23)

where we typically choose the Liouville volume form vol � 1
3!ϖ^ϖ^ϖ for concreteness. It has

been noted by Banos, see [35, Proposition 3.9], that this metric is almost (para-)Kähler, with

closed p1, 1q-form given by ϖ. That is,

gαpX,Y q � ϖpĴX,Y q , (2.2.24)

so the metric given by the Lychagin–Rubtsov invariant is indeed of Lychagin–Rubtsov type,

hence the nomenclature.

Remark 2.2.10 (Even Further Beyond)

Beyond three dimensions, the methods for generating almost (para-)complex structures associ-

ated to Monge–Ampère structures get ever more involved and bear little resemblance to (2.2.13).

However, the Hitchin endomorphism construction (2.2.20) does generalise to 2m � 1 dimen-

sional manifolds M — for a more detailed discussion of this construction, see [37, Section 3.5.2]

(material from which first appeared in [36, Section 3.1.7, Section 5])

△
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2.3 Chapter Summary

In this chapter, we have provided an overview of the tools from (multi-)symplectic geometry which

we shall require in subsequent chapters when studying the Poisson equation for the pressure of

an incompressible fluid flow. Motivated by the simple example of the Laplace equation, we built

up to a formal definition of a Monge–Ampère structure in Definition 2.1.9. We also introduced

the notion of generalised solutions to a Monge–Ampère structure in Definition 2.1.10, with these

taking the form of dimpMq-dimensional submanifolds of T �M on which the Monge–Ampère

structure vanishes. Generalised solutions correspond to solutions of Monge–Ampère equations

which are permitted to be multivalued or undefined at points in M and may even exhibit singular

behaviour. For simplicity, in the remainder of this thesis we consider solutions which are (locally)

given by classical solutions; such solutions preclude any singular behaviour.

In Section 2.2, we reviewed some concepts from (para-)complex geometry which naturally

arise when studying Monge–Ampère structures in two and three dimensions. In particular, we

demonstrated how the associated Monge–Ampère equation can be classified via a geometric

quantity, known as the Pfaffian (see Definition 2.2.4) and Hitchin Pfaffian (see Definition 2.2.9)

in two and three dimensions respectively and how an almost (para-)complex structure can be

constructed from the Monge–Ampère structure in each of these cases (see (2.2.13) and (2.2.20)).

Furthermore, given a differential two-form which is p1, 1q with respect to said almost (para-

)complex structure, we may define an almost (para-)Hermitian metric associated with the Monge–

Ampère structure, which we call the Lychagin–Rubsov metric. Here we observe explicitly for the

first time that we are free to make a choice of p1, 1q-form, hence have a family of such metrics to

choose from. This is in contrast to earlier works which take the metric to have fixed form given

by either (2.2.16) or (2.2.23), depending on the dimension.

In the next chapter, we shall apply the techniques we have outlined here to the Poisson

equation for the pressure of an incompressible fluid flow in two dimensions. In doing so, we aim

to illustrate that a specific choice of Lychagin–Rubtsov metric encodes the balance of vorticity

and strain in the flow, with its signature being related to the ellipticity/hyperbolicity of the

equation. We shall also discuss how this geometric picture can be used to obtain topological

information about the fluid flow, from the curvature of our metric.
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3
Now that we have established the geometric tools at our disposal when studying Monge–

Ampère equations, let us address the use case proposed in Chapter 1: incompressible fluid flows.

One of the enduring challenges in fluid mechanics is understanding the topology of fluid

flows (see the review [55]). In particular, we wish to know how vortices form and what types

of topological artefact they introduce. However, no systematic method has been developed to

extract such topological information from the governing system of partial differential equations.

Indeed, there is not even a universally applicable definition of a vortex, only a number of loosely

connected quantitative and qualitative criterion [56–58]. However, in [20], it is noted that the

Poisson equation for the pressure (1.0.4) “is by no means fully understood and locally holds the

key to the formation of vortex structures through the sign of the Laplacian of the pressure.”

In this chapter, we follow the work of [19, 18, 17] and study the Poisson equation for the

pressure in two dimensions through the lens of Monge–Ampère geometry, in order to make first

steps towards clarifying the relationship between the the accumulation of vorticity, the Laplacian

of pressure, and the topology of fluid flows. By beginning from a covariant formulation of the

incompressible Navier–Stokes equations, in contrast to earlier works, which only considered flows

on Euclidean background, we are able to extend a number of known results to flows on arbitrary

Riemannian manifolds. In particular, we study solutions to the Poisson equation for the pressure

via their associated Lagrangian submanifolds of T �M , as in Section 2.1.3, which we equip with

the pull-back of some suitable Lychagin–Rubtsov metric, as per Remark 2.2.8. The curvature of

this metric and the Gauß–Bonnet theorem then enable us to describe the topology of regions of

the flow.

29
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3.1 The Incompressible Navier–Stokes Equations and Pressure

Before we apply the tools introduced in the previous chapter, let us review some concepts from

fluid dynamics, to provide further context for our analysis. We begin with a discussion of the

role the sign of the Laplacian of the pressure has in the dominance of vorticity over rate-of-strain

in the Euclidean setting, before deriving the Poisson equation for the pressure on an arbitrary

Riemannian manifold. This enables us to address the impact of the curvature of the background

manifold on the dominance of vorticity. While much of the material in this section is classical

and well known, we appreciate that this thesis predominantly appeals to an audience familiar

with geometry, who may not have experience in the field of fluid dynamics. As such, we include

the discussion here for completeness.

3.1.1 Incompressible Fluid Flows on Rm and the Weiss Criterion

Let us start by stating the constraints which should be satisfied by a fluid in Rm, equipped

with the standard Euclidean metric g̊ij � δij . As in the previous chapter, give Rm the local

coordinates txiumi�1. The viscosity of the fluid is given by some scalar ν P R, while the pressure

is given by some function p P C8pRmq. The (unknown) velocity of the fluid flow is described

by a (co-)vector field v P Ω1pRmq with components vi. For simplicity we make the following

additional assumptions:

• The fluid is homogeneous, that is, its density is uniform in space and constant in time.

Without loss of generality, we set the density to be identically equal to 1.

• The net external (body) force acting on the fluid is divergence-free for all time. This force is

represented by another (co-)vector field c P Ω1pRmq, whose components ci satisfy Bici � 0.

Recall here that we use Einstein summation convention.

The incompressible Euclidean Navier–Stokes equations are then given by

Bvi
Bt � �vjBjvi � Bip� ν∆vi � ci (3.1.1a)

and

Bivi � 0 , (3.1.1b)

where ∆ :� BiBi is the standard Euclidean Laplacian. When the flow is inviscid, ν � 0, and we

have the so-called incompressible Euler equations.

Regardless of the value of ν, taking the divergence of (3.1.1a), followed by the trace and an
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application of (3.1.1b), yields a Poisson equation for the pressure ppxq

∆p � �pBivjqpBjviq � ζijζ
ij � SijSij , (3.1.1c)

in terms of the vorticity two-form and rate-of-strain tensor , which are respectively given by

ζij :� Brivjs and Sij :� Bpivjq . (3.1.2)

Here and in the following, parentheses (respectively, square brackets) denote normalised sym-

metrisation (respectively, anti-symmetrisation) of the enclosed indices.

In regions where ∆p ¡ 0, the vorticity term in (3.1.1c) dominates, while in regions where

∆p   0, the strain term dominates. In order to understand what this tells us about the physical

behaviour of the fluid, let us consider what it means for a two-dimensional fluid flow to (locally)

have divergence, vorticity, and strain. This description is inspired by [59, Figure 1], which is

recreated in Figure 3.1.1 for convenience. The divergence of a fluid flow can be thought of as the

amount a fluid “spreads out” or dilates over time — consider a small circle of particles dropped

into a region of fluid with divergence d (and negligible vorticity/strain); the radius of the circle

will increase by a factor of p1� d
2q per unit time, with the radius of the circle remaining constant

in a divergence free flow. The vorticity two-form has a single independent component ζ :� 2ζ12

in two dimensions, which is known as the vorticity . If we drop our small circle of particles into

a region of fluid with vorticity ζ, then the circle will rotate through an angle of ζ
2 per unit time.

That is, vorticity can be associated with rotation of the fluid. Finally, for an incompressible

fluid flow B1v1 � B2v2 � 0, so S11 � B1v1 � �B2v2 � �S22 and the rate-of-strain tensor only has

two independent components, S11 and S12. These correspond to the deformation of our circle of

particles into an ellipse with major axis at an angle 1
2 arctan

�
S12
S11

	
to the positive x1 axis.

(a) Vorticity (b) Divergence (c) Strain

Figure 3.1.1: Schematic of a circle of particles rotating, expanding, and deforming into an
ellipse as a consequence of vorticity, divergence, and strain, respectively. Particles in a
divergence-free flow only experience the first and last of these.
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In two dimensions, Weiss [25] proposed, via dynamical and numerical arguments, local

criterion for identifying regions of elliptic/hyperbolic flow in fluids modelled by the incompressible

Navier–Stokes equations (in particular, by (3.1.1c)). The so-called Weiss criterion, or Q-cri-

terion, states that, when ∆p ¡ 0 and vorticity dominates over strain in (3.1.1c), the fluid flow

is elliptic and tends towards exhibiting rotation. On the other hand, when ∆p   0 and strain

dominates over vorticity, the fluid flow is hyperbolic and tends towards exhibiting shearing along

some preferred axis (the asymptote of the hyperbola). In essence, the criterion makes explicit the

association between the physical descriptions of vorticity and strain above and the behaviour of

trajectories around elliptic and hyperbolic fixed points of the stability matrix of (3.1.1c), which

is given by the velocity gradient tensor Aij � Bjvi and obtained by linearising (3.1.1c).

A geometric argument for the Weiss criterion was later provided by Larchevêque in [23,

24], where it was noted that, for two-dimensional, incompressible flows, the divergence free

constraint (3.1.1b) can be used to write the components of the velocity vpx1, x2q in terms of a

function ψ P C8pR2q, called the stream function:

v1 � �Byψ and v2 � Bxψ , (3.1.3)

and (3.1.1c) becomes the following Monge–Ampère equation for ψ:

1
2∆p � B2xψB2yψ � pBxByψq2 . (3.1.4)

As discussed in Remark 2.2.5, the equation type of a Monge–Ampère equation in two dimensions

is determined by the sign of its Pfaffian, which is given by ∆p
2 in this case. Consequently, when

the strain term in (3.1.1c) dominates, the Laplacian of pressure is negative and the Monge–

Ampère equation (3.1.4) is of hyperbolic type. Similarly, when the vorticity term dominates, the

Laplacian of pressure is positive, and the Monge–Ampère equation is of elliptic type. Phrases of

this form will become a mantra throughout this thesis.

Larchevêque and Weiss both note that, at fixed time t, with px1, x2q � px, yq, the sign

of the Laplacian of pressure coincides with the sign of the Gaußian curvature of the graph

S :�  px, y, zq P R3
�� z � ψpx, yq( described by the stream function ψpx, yq. Hence, given a

simply connected, open subset V � R2 on which vorticity dominates, the Gaußian curvature of

the graph S over V , is positive. Recall that the Gaußian curvature is given by the ratio between

the first and second fundamental forms on S. Since the induced metric on S is Riemannian,

the first fundamental form is positive, so positivity of the Gaußian curvature implies positivity

of the second fundamental form. As a result, S|V must be convex by [60, Lemma 2.4] and the

Tietze–Nakajima theorem [61,62] (see also [63, Theorem 1]). Furthermore, if the boundary of V
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is given by a closed streamline ψ � constant, then all streamlines contained within V are closed,

convex contours, as we might expect of a vortex.

In three dimensions, vorticity no longer accumulates in elliptic regions, but rather along

curves called vortex lines or on thin quasi two-dimensional sets which can manifest as vortex

sheets or as vortex tubes. This increase in variety when moving from two to three dimensions

results in an increase in complexity in the number of ways “vortex structures” might interact.1

In order to account for this, a wider cast of criteria for vortices need to be considered. These

include the λ2-criterion [56, Section 4], which considers vortices to be regions where the middle

eigenvalue of ζijζjk � SijS
jk is negative, the ∆-criterion [58, Section 3], which states that, for

points within the core of a vortex, the local streamlines are closed surfaces, closed contours, or

spirals in the reference frame of the point, and the Q-criterion [64], which considers vortices

to be defined by the dominance of the vorticity term in (3.1.1c), as in two dimensions. The

relationships between these criteria are explained in more detail in [57,65].

Consequently, the Poisson equation for the pressure is also employed in studies of the accu-

mulation of vorticity in three dimensions, though is only part of the overall picture. Furthermore,

it is no longer possible to invoke the existence of a stream function and derive a Monge–Ampère

equation whose ellipticity/hyperbolicity can be studied à la Larchevêque in this case. However,

it is still possible to encode (3.1.1c) in terms of differential forms on T �R3, as noted by [18,17].

We shall invoke this observation in Chapter 4, in order to investigate the geometry associated

with vortex structures in three dimensions.

Remark 3.1.1 (Evolution of Incompressible Fluid Flows)

Recall that the Poisson equation for the pressure (3.1.1c) holds for solutions of both the incom-

pressible Euler (ν � 0) and incompressible Navier–Stokes equations (3.1.1). We now wish to

emphasize the following point: the converse is NOT true in general. That is, it is possible to

find solutions of (3.1.1c) which are not solutions to the full system (3.1.1). In particular, the

Poisson equation for the pressure depends only on time as a parameter and needs to be coupled

with an equation describing the evolution of the flow, in order to recover solutions of the full

Navier–Stokes or Euler equations. One choice of evolution equation is the vorticity equation,

given by
Dζ

Dt
� ν∆ζ , (3.1.5)

in two dimensions and by
Dζi

Dt
� pζjBjqvi � ν∆ζi , (3.1.6)

1As we shall discuss in Section 4.2.2, these interactions now include linking and knotting together.



34 3.1 The Incompressible Navier–Stokes Equations and Pressure

in three dimensions. Here D
Dt

:� B
Bt � vi∇i is the material derivative and ζi � 1

2ε
ijkζjk are the

independent components of the vorticity in three dimensions, with εijk the Levi-Civita symbol.

This equation reintroduces the system’s dependence on the viscosity ν and holds for the Euler and

Navier–Stokes equations in both two and three dimensions. It is an open question as to how we

might encode the evolution of solutions within the framework of Monge–Ampère geometry, with

geometric flow of Lagrangian submanifolds being a strong candidate, though this falls outside

the scope of the thesis.

However, since the set of solutions to the full Navier–Stokes equations is a subset of the

solutions to the Poisson equation for the pressure, if we derive properties which hold for all

solutions to the latter, then they also hold for solutions to the former, without considering the

evolution of the flow. As such, for the remainder of this thesis, we focus on characterising

solutions, rather than searching for new solutions themselves.

△

3.1.2 Incompressible Fluid Flows on Manifolds

Now let us consider the case where the domain of our fluid flow is given by a more general m-

dimensional Riemannian manifold M with metric2 g̊. In what follows, we reintroduce many of

the objects from Section 3.1.1 in covariant form and show how to derive the analogue of (3.1.1c)

in this setting.

Denote by d the exterior derivative on M and by �g̊ the Hodge star operator with respect

to the metric g̊. Furthermore, let the codifferential acting on differential k-forms and the Hodge

Laplacian be given by

δ̊ :� p�1qmpk�1q�1�g̊d�g̊ and ∆̊H :� δ̊d� dδ̊ , (3.1.7)

respectively. Finally, define the norm square of a differential k-form η P ΩkpMq by

|η|2 :� η ^ �g̊η
volM

, (3.1.8)

where volM is the volume form on M induced by g̊.

The velocity (co-)vector field on M describing our fluid flow is now given by a one-parameter

family of differential one-forms v P Ω1pMq, parametrised by time t P R. As in the Euclidean

case, let the viscosity be given by a scalar ν P R and the pressure be given by a function

2The metric g̊ may depend on parameter time t, however, since we do not consider the evolution of the flow,
we suppress this dependence for simplicity.
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p P C8pMq. We again make the assumptions concerning the net external force and density of

the fluid introduced at the start of Section 3.1.1, except the divergence-free net external force

is now represented by a family of differential one-forms cptq P Ω1pMq which satisfy δ̊c � 0.

The incompressible, covariant Navier–Stokes equations for v on M are then given by a system

consisting of a flow equation for v:

Bv
Bt � �p�1qm �g̊ pv ^ �g̊dvq � 1

2d|v|2 � dp� ν∆̊Hv � c , (3.1.9a)

supplemented by the divergence-free constraint :

δ̊v � 0 , (3.1.9b)

which follows from the continuity equation under our assumptions. Applying the codifferential

to (3.1.9a) and using (3.1.9b), we recover the so-called pressure equation, which describes the

pressure solely in terms of the velocity field and the background metric:

∆̊Hp � �|dv|2 � �g̊pv ^ �g̊∆̊Hvq � 1
2∆̊H|v|2 . (3.1.9c)

In order to present our equations in coordinate form, let M have coordinates denoted

txiumi�1. Recall from Chapter 2 that we lower and raise indices using the metric g̊ij and its

inverse g̊ij respectively. Let the Levi-Civita connection associated with the metric g̊ij be denoted

by ∇̊i and let Γ̊ij
k be the corresponding Christoffel symbols. Furthermore, the components of

the associated Ricci curvature tensor and Riemann curvature tensor are respectively given by

R̊ij :� R̊kij
k and R̊ijk

l :� BiΓ̊jkl � BjΓ̊ikl � Γ̊ik
mΓ̊jm

l � Γ̊jk
mΓ̊im

l . (3.1.10)

The Beltrami Laplacian is

∆̊B :� g̊ij∇̊i∇̊j � ∇̊i∇̊i (3.1.11)

and is related to the Hodge Laplacian by the Weitzenböck formula for k-forms η � 1
k!ηi1���ikdx

i1^
. . .^ dxik , i.e.

p∆̊Hρqi1���ik � �∆̊Bρi1���ik � kR̊jri1ρj i2���iks � 1
2kpk � 1qR̊jkri1i2ρjki3���iks . (3.1.12)

Finally, the velocity field is given by v � vidxi with vi � vipt, x1, � � �xmq and similarly for the

external force c.
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The equations (3.1.9) then become

Bvi
Bt � �vj∇̊jv

i � Bip� νp∆̊Bv
i � R̊ijvjq � ci (3.1.13a)

and

∇̊iv
i � 0 , (3.1.13b)

with the pressure equation given by

2f :� ∆̊Bp� vivjR̊ij � �p∇̊ivjqp∇̊jviq . (3.1.13c)

It should be clear that, upon fixing M � Rm with the standard Euclidean metric g̊ij � δij , the

equations (3.1.9) simplify to the more familiar (3.1.1) introduced in Section 3.1.1.

We define the vorticity two-form and the rate-of-strain tensor on M respectively by

ζij :� ∇̊rivjs � Brivjs and Sij :� ∇̊pivjq , (3.1.14)

replacing the partial derivatives in (3.1.2) with covariant ones. By definition, the rate-of-strain

tensor vanishes if and only if the velocity vector field is a Killing vector field. Furthermore, define

the velocity gradient tensor by

Aij :� ∇̊jvi � Sij � ζij . (3.1.15)

and recall that the decomposition of any matrix B � Bsym � Banti, into symmetric and anti

symmetric parts Bsym � 1
2pB �BT q and Banti � 1

2pB �BT q, satisfies the following identity:

tr
�
B2

� � tr rBsymBsyms � tr
�
BT

antiBanti

�
. (3.1.16)

Hence, it is possible to rewrite equation (3.1.13c) in the more descriptive form

∆̊Bp� vivjR̊ij � �Aj iAij � ζijζ
ij � SijSij , (3.1.17)

from which it is clear that the Laplacian of the pressure of an incompressible fluid flow on an

arbitrary Riemannian manifold depends on the vorticity and strain of the flow, in addition to

the Ricci curvature of the underlying manifold.

Finally, as a result of the Poincaré lemma, it is always possible to locally solve the

divergence-free constraint (3.1.9b) on an open and contractible set U � M , with the velocity
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field being given by

v � �g̊dψ for ψ P Ωm�2pUq Ø vi �
a
detp̊gq

pm� 2q!ε
i1���im�1iBi1ψi2���im�1 , (3.1.18)

where εi1���im is the Levi-Civita symbol with ε1���m � 1; note that ε1���m � 1
detp̊gqε1���m. Upon

substituting this expression into (3.1.13c), we obtain a Monge–Ampère type equation for the

components of the differential form ψ. Generally, we may refer to ψ P Ωm�2pUq as the stream

pm� 2q-form. In the case where m � 2, ψ P C8pUq is known as the stream function and we

obtain a genuine Monge–Ampère equation on M , which we shall study in more detail in Sec-

tion 3.2. From this point onward, we assume that M is equipped with a good cover, in which

finite intersections of open sets are contractible, to facilitate the use of the Poincarè lemma. We

also assume that M is orientable, so that the volume form volM exists.

Remark 3.1.2 (Non Divergence-Free External Forces)

It is also possible to apply the equations (3.1.9b) and (3.1.9c) to the case where the net external

force c is not divergence-free. In this case, (3.1.13c) becomes

∆̊Bp� vivjR̊ij � ∇̊ic
i � �p∇̊ivjqp∇̊jviq (3.1.19)

and we redefine f accordingly. We suppress such forces for the remainder of the thesis, since

the additional �∇ic
i term remains grouped with the Laplacian of pressure in all subsequent

computations and is easily reinstated. Do note, however, that the dominance of vorticity and

strain is swayed by external forces which are not divergence free — if the divergence of the

external force is negative, the left side of (3.1.19) increases, so the vorticity is more likely to

dominate over the strain. The converse holds if the divergence is positive.

△

Remark 3.1.3 (Alternative Covariantisations of Navier–Stokes)

The viscosity term in the Navier–Stokes equations (3.1.9a) may be modified to

Bv
Bt � �p�1qm�g̊pv ^ �g̊dvq � 1

2d|v|2 � dp� νr∆̊Hv � c̃ R̊icpvqs , (3.1.20)

where c̃ P R, R̊icpρq :� R̊i
jρjdxi for any ρ P Ω1pMq and we omit any external forces. In

coordinates, (3.1.13a) then becomes

Bvi
Bt � �vj∇̊jv

i � Bip� νr∆̊Bv
i � pc̃� 1qR̊ijvjs . (3.1.21)
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Evidently, in the flat case, the extra term vanishes and this modified equation again reduces to

the standard equation (3.1.1a). When c̃ � 0, we return to the version of the covariant Navier–

Stokes equations given by (3.1.13a), which was perhaps first studied in the seminal work [66] and

more recently in e.g. [67, 68]. The case c̃ � �1 was discussed in e.g. [69] and the case c̃ � �2 in

e.g. [66, 70,71].

Under the assumption of the divergence-free constraint (3.1.13b), when c̃ � �2, for example,

it can straightforwardly be seen that the viscosity term is given in terms of the rate-of-strain

tensor Sij as

∆̊Bv
i � R̊ijvj � 2∇̊jS

ij . (3.1.22)

Hence, the viscosity term drops out from the Navier–Stokes equations for velocity fields that

preserve the metric (i.e. that are Killing), in this case. Generally, with the c̃-term switched on,

the pressure equation (3.1.13c) takes the form

∆̊Bp � �p∇̊ivjqp∇̊jviq � vivjR̊ij � νc̃
�
R̊ijS

ij � 1
2v

iBiR̊
�
, (3.1.23)

where R̊ :� g̊ijR̊ij is the curvature scalar and we have used the well-known identity

∇̊i
�
R̊ij � 1

2 g̊ijR̊
� � 0 . (3.1.24)

In particular, when c̃ � 0, we gain an additional term which depends on both the curvature

of M and the viscosity of the fluid, (3.1.23) distinguishes between the Euler and Navier–Stokes

equations.

Henceforth, we shall always assume that c̃ � 0, so that we can address both the viscous and

inviscid case simultaneously. Our results and conclusions remain unchanged for non-vanishing

c̃ and all of the formulæ can be readily adjusted to accommodate this, via a straightforward

redefinition of f in (3.1.13c) to include the viscosity term.

△

3.2 Geometric Properties of Two-Dimensional Incompressible Fluid Flows

Now let us specialise once more to incompressible fluid flows on two-dimensional Riemannian

manifolds and show how to obtain a Monge–Ampère equation in this case. For a two-dimensional

manifold M , the components (3.1.10) of the Ricci and Riemann curvature tensors simplify to

R̊ij � R̊
2 g̊ij and R̊ijk

l � R̊g̊krjδisl (3.2.1)
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respectively, where R̊ is the Ricci curvature scalar.

As discussed around (3.1.18), applying the Poincare lemma to the divergence-free con-

straint (3.1.9b) in two dimensions yields the velocity components vi in terms the stream function

ψ P C8pUq, on open and contractible sets U �M . Explicitly, we find

vi � �
a
detp̊gqεijBjψ , (3.2.2)

and the pressure equation (3.1.13c) becomes3

1
2∆̊Bp� R̊

4 |dψ|2 � det
�̊
g�1Hesspψq� ðñ 1

2∇̊
iBip� R̊

4 p∇̊iψqpBiψq � det
�
∇̊iBjψ

	
(3.2.3)

on open and contractible sets U � M , where Hesspψq denotes the Hessian of the function

ψ P C8pUq and is given in local coordinates by Hesspψq � ∇̊iBjψ. Hence, solving (3.2.3) for

the stream function and substituting back into (3.2.2) allows us to locally describe the velocity

vector field. Furthermore, (3.2.3) can be understood as a Monge–Ampère equation for the stream

function and reduces to (3.1.4) in the Euclidean case, as expected.

Importantly, it is possible to find Monge–Ampère structures on T �M from which the Poisson

equation for the pressure (3.2.3) arises. Indeed, upon fixing the notation

f̂ :� 1
2∆̊Bp� R̊

4 |q|2 and ∇̊qi :� dqi � dxjΓ̊jikqk , (3.2.4a)

with Γ̊ij
k the Christoffel symbols for g̊ij , it is readily checked that the differential forms

ω :� ∇̊qi ^ dxi � dqi ^ dxi ,

α :�
?

detp̊gq
2

�
εij∇̊qi ^ ∇̊qj � f̂ εijdxi ^ dxj

� (3.2.4b)

form a Monge–Ampère structure on T �M . Indeed, ω is the canonical symplectic form and we

shall confirm in Section 4.2 that α is both closed and ω-effective. Furthermore, while ι�ω � 0

is automatic on Lagrangian submanifolds ι : L ãÑ T �M , on submanifolds which are given by

a section dψ : M Ñ T �M ; ιpLq � dψpMq, the condition ι�α � 0 is equivalent to requiring

that the function ψ P C8pMq satisfies the Monge–Ampère equation (3.2.3). That is, ψ is a

classical solution to the Poisson equation for the pressure (the corresponding statement holds for

locally-a-section submanifolds). In conclusion, the Monge–Ampère equation (3.2.3) arises from

the Monge–Ampère structure (3.2.4b).

Recall that 1
2ω ^ ω is the Liouville volume form with respect to ω and is therefore non-

3The determinant of a matrix-like quantity Ai
j given by det

�
Ai

j

�
� 1

2
detp̊gqεi1,i2A

i1
j1A

i2
j2ε

j1,j2 .
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vanishing. It then follows from the equation

α^ α � f̂∇̊qi ^ dxi ^ ∇̊qj ^ dxj � f̂ω ^ ω , (3.2.5)

that Pfωpαq � f̂ and α is non-degenerate if and only if f̂ � 0. Furthermore, pulling back

α via the velocity components qi Ñ vi � p�g̊dψqi, i.e. to submanifolds ι : L ãÑ T �M with

ιpLq � �g̊dψpMq, again yields (3.2.3) for incompressible fluid flows; This observation informs

the alternative choice of Monge–Ampère structure chosen in Section 4.1, which more naturally

generalises to higher dimensions.

Next, as discussed around (2.2.13), we associate with the Monge–Ampère structure (3.2.4b)

an endomorphism Ĵ : T pT �Mq Ñ T pT �Mq of vector fields defined by

αb
|f̂ |

�: Ĵ  ω , (3.2.6)

where  is the interior product with respect to ω defined in Definition 2.1.1, f̂ is defined as

in (3.2.4a), and we assume that f̂ does not vanish. Furthermore, Ĵ is an almost complex structure

when f̂ ¡ 0, in which case the Monge–Ampère equation (3.2.3) is elliptic, and an almost para-

complex structure when f̂   0, in which case the Monge–Ampère equation (3.2.3) is hyperbolic

(see Section 2.2.1 for details).

Applying Theorem 2.2.6 to α tells us that the endomorphism (3.2.6) is integrable if and only

if f̂ is constant, in which case Ĵ is a (para-)complex structure and the Poisson equation for the

pressure (3.2.3) is locally symplectomorphic to the Laplace equation if f̂ ¡ 0 or wave equation

if f̂   0 (see Appendix B.2 for the computation). Therefore, when f̂ is constant, solutions

of the Poisson equation for the pressure are locally given by solutions to the Laplace or wave

equation. However, f̂ being constant implies that M is flat4 and f̂ � 1
2∆̊Bp. By contraposition,

if M is non-flat, then f̂ is non-constant and Ĵ is not integrable. Consequently, solutions to the

Poisson equation for the pressure (3.2.3) are not locally given by solutions to the Laplace or wave

equation for fluid flows on curved surfaces.

Furthermore, by Proposition 2.2.7, we can always find a differential two-form K̂ which is of

type p1, 1q with respect to Ĵ , such that K̂^ω � 0, K̂^pĴ  ωq � 0, and K̂^ K̂ � 0. Explicitly,

we may take

K̂ :� �
b
|f̂ | ∇̊qi ^ �g̊dxi . (3.2.7)

where f̂ is again assumed to be non-vanishing, such that K̂ is well defined and satisfies the

4Since f̂ � 1
2
∆̊Bp�

R̊
4
|q|2 only depends on q via its norm square, which is not constant, R̊ must vanish.
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aforementioned constraints. The corresponding Lychagin–Rubtsov metric ĝpX,Y q :� K̂pX, ĴY q
on T �M is then explicitly given by

ĝ � 1
2 f̂ g̊ijdx

i d dxj � 1
2 g̊
ij∇̊qi d ∇̊qj . (3.2.8)

Evidently, in the elliptic case, when f̂ ¡ 0, the metric ĝ is Riemannian, whilst in the hyper-

bolic case, when f̂   0, the metric is Kleinian. As discussed in Remark 2.2.8 and illustrated

in Appendix B.1, the triple pω, α, K̂q define an almost (pseudo-)quaternionic structure. Addi-

tionally, (3.2.7) is promoted to a (para-)Kähler form if and only if it is closed, which occurs

precisely when f̂ is constant. It follows that f̂ being constant is a necessary and sufficient con-

dition for (3.2.8) to be a (para-)Kähler metric and pω, α, K̂q to define a (pseudo-)quaternionic

Kähler structure à la [16].

In two dimensions, the vorticity two-form (3.1.14) can be written as

ζij � 1
2

a
detp̊gq εij ζ with ζ :� ∆̊Bψ ùñ ζijζ

ij � 1
2ζ

2 , (3.2.9)

where ζ is referred to as the vorticity of the flow, in the spirit of the Euclidean discussion

following (3.1.2). Using this, it can easily be verified that the pull-back g :� ι�ĝ of the Lychagin–

Rubtsov metric (3.2.8), to a Lagrangian submanifold ι : L ãÑ T �M described by a section

ιpLq � dψpMq, has the form

g � 1
2gijdx

i d dxj with gij :� ζ∇̊iBjψ , (3.2.10)

where dxid dxj � dxib dxj � dxj b dxi is the symmetric tensor product and we have used that

det
�
∇̊kBlψ

	
g̊ij � g̊klp∇̊iBkψqp∇̊jBlψq � ∆̊Bψ∇̊iBjψ , (3.2.11)

and

f :� ι�f̂ � 1
2∆̊Bp� R̊

4 |dψ|2 � det
�
∇̊iBjψ

	
. (3.2.12)

When both tr
�̊
gikgkj

� ¡ 0 and det
�̊
gikgkj

� ¡ 0, it follows that g is Riemannian.5 As

tr
�̊
gikgkj

� � ζ2, the former condition is always satisfied, while

det
�̊
gikgkj

	
� ζ2 det

�
∇̊iBjψ

	
� ζ2f (3.2.13)

implies that the latter is satisfied if and only if f ¡ 0. Similarly, g is Kleinian when f   0.

Hence, the signature of g is independent of the sign of the vorticity (3.2.9) and only depends on

5Recall that the trace and determinant are defined for matrix-like quantities Ai
j .
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the sign of f . Furthermore, the pull-back metric degenerates on regions where f � 0 or ζ � 0.

Upon comparing (3.1.17) and (3.2.12), we find that f � 1
2pζijζij�SijSijq. Hence, when f ¡

0 and the metric g is Riemannian, vorticity dominates and the Monge–Ampère equation (3.2.3)

is elliptic. On the other hand, when f   0 and g is Kleinian, strain dominates and (3.2.3) is

hyperbolic. This statement is essentially a covariantisation of the Weiss criterion for a vortex,

as given in [23,24] and discussed in Section 3.1.1, which allows us to diagnose the dominance of

vorticity and strain in fluid flows on arbitrary two-dimensional Riemannian manifolds (and, as

we shall see in Section 4.2, also in higher dimensions), while accounting for the curvature of said

background manifold. In particular, as f � 1
2∆̊Bp � R̊

4 |dψ|2, if the curvature of M is positive,

then vorticity tends towards dominating over rate-of-strain, when compared to a fluid flow on

a flat background with the same Laplacian of pressure. The converse holds if M is negatively

curved. This makes intuitive sense; anecdotally, removing the plug from a curved basin is more

likely to result in a large vortex than removing the plug from a flat-bottomed sink.

3.2.1 Curvature and Topology of Two-Dimensional Incompressible Fluid Flows

Now that we have a Weiss-type criterion for fluid flows on two-dimensional manifolds, let us con-

sider how we might use the geometry we have defined to obtain topological information about

the flow, beginning with the Ricci curvature scalars associated with the Lychagin–Rubtsov met-

ric (3.2.8) and its pull-back (3.2.10). For more detail regarding the calculation of the curvatures,

see Appendix C.

The Ricci curvature scalar for the metric (3.2.8) is given by (C.2.12b), which, when spe-

cialising to two dimensions, simplifies to:

R̂ � 1
f̂
R̊� 1

4f̂
R̊ijk

lR̊ijkmqkqm � ∆̂B log
�
|f̂ |

	
� g̊ij

� B2
BqiBqj log

�
|f̂ |

	
� 1

2

B
Bqi log

�
|f̂ |

	 B
Bqj log

�
|f̂ |

	�
,

(3.2.14)

where ∆̂B is the Beltrami Laplacian with respect to ĝ, defined analogously to (3.1.11).

Writing down the Ricci curvature scalar for the pull-back metric (3.2.10) requires a little

more in the way of notation. In particular, we write

ψi1���in :� ∇̊pi1 � � � ∇̊in�1Binqψ . (3.2.15)

for n P N. For n ¡ 1, a brief calculation shows that ψi1���in can be expressed in terms of the
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rate-of-strain tensor (3.1.14) and the vorticity (3.2.9) as

ψi1���in � �
a
detp̊gq̊gjkεjpi1∇̊i2 � � � ∇̊in�1Sinqk � 1

2 g̊pi1i2∇̊i3 � � � ∇̊in�1Binqζ . (3.2.16)

Using (3.2.9), we can then write the metric (3.2.10) as gij � ζg̃ij with g̃ij :� ψij , which gives

the pull-back metric g a conformal structure with conformal factor |ζ|, when ζ � 0. Hence, the

Christoffel symbols Γij
k for gij take the form

Γij
k � Γ̃ij

k � Bpiδjqk logp|ζ|q � 1
2 g̃ij g̃

klBl logp|ζ|q , (3.2.17a)

where g̃ij and Γ̃ij
k denote the inverse and Christoffel symbols of the Hessian metric g̃ij respect-

ively, with the latter given by

Γ̃ij
k � Γ̊ij

k � 1
2Υijlg̃

lk with Υijk :� ψijk � 4
3ψlR̊kpijq

l . (3.2.17b)

Consequently, the curvature scalar of gij is given by

R � 1

ζ

"
R̃� 1?

| detpg̃q|Bi
�a
|detpg̃q| g̃ijBj logp|ζ|q

�*
, (3.2.18a)

where R̃ is the curvature scalar of the Hessian metric g̃ij ,

R̃ � 1
2 g̃
ij g̊ijR̊� 1

4 g̃
ij g̃klg̃mnpΥijmΥkln �ΥikmΥjlnq

� 2
3 g̃
ij g̃kl

�
ψmn

�
δmi R̊jpklq

n � δmj R̊lpikqn
�� ψm�∇̊iR̊jpklqm � ∇̊jR̊lpikqm

��
.

(3.2.18b)

Importantly, no fourth-order derivatives of the stream function appear, and in that sense,

the curvature scalar of the pull-back metric (3.2.10) is generated by gradients of vorticity and

strain (which are given by third-order derivatives of ψ, see (3.2.16)). Additionally, the first-order

partial derivatives of the stream function occur explicitly in (3.2.18b), hence the curvature scalar

also depends on the components of the velocity directly.

Recall from (3.2.1) that, in two dimensions, the Riemann curvature tensor is fully determ-

ined by the Ricci curvature scalar. Hence, all curvature singularities are given by singularities

in the Ricci curvature scalar. We can therefore use (3.2.18) to assess6 whether degeneracies

of the pull-back metric (3.2.10) correspond to curvature singularities, hence persist under co-

ordinate changes, or if they are the result of a poor choice of coordinates i.e. correspond to

coordinate singularities. The conformal structure of the metric (3.2.10) isolates a factor of 1
ζ

6Due to the complexity of the derived formulæ, these assessments will generally be made on an example-by-
example basis, see Section 3.3.
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in (3.2.18a), suggesting that contours along which vorticity vanishes may produce curvature sin-

gularities. However, this does not hold in general — see Section 3.3.2 for a counterexample,

where vanishing vorticity induces degeneracies in the pull-back metric (3.2.10), but not in the

curvature (3.2.18a). Evidently then, whether or not we have curvature singularities depends on

which solution of (3.2.3) we consider. For further discussion on the singularity structures that

can occur in metrics of Lychagin–Rubtsov type and their pull-backs, see [44] where such metrics

are studied on generalised solutions, in the context of semi-geostrophic theory.

Now consider an incompressible Navier–Stokes flow on a Riemannian background manifold

M and let ι : L ãÑ T �M be a locally-a-section submanifold, which is additionally a generalised

solution of the Monge–Ampère structure pω, αq given in (3.2.4b). Then for each y P L, there

exists open subsets U �M and V � L, with y P V , along with a function ψ P C8pUq, such that

ιpV q � dψpUq and ψ is a stream function solving (3.2.3) on U �M . As discussed in Appendix A

and Section 2.1.3, the canonical projection π : T �M ÑM then defines a diffeomorphism π|V :�
π � ι : V Ñ U , with inverse given by ι�1 � dψ. Suppose that, for some choice of y, there

exists a compact region Σ � U on which f ¡ 0. We can then define a corresponding compact

region LΣ � V � L by ιpLΣq :� dψpΣq. In particular, if ιpLq is described globally by a section

dψ :M Ñ T �M , then we can do this for any compact subset of Σ �M .

As LΣ is given by a section over Σ, we can use (3.2.18a) to compute the Ricci curvature

scalar associated with the pull-back metric (3.2.10) on LΣ. It is therefore natural to consider the

question of how we might use the local Gauß–Bonnet theorem to relate the geometry of LΣ, as

given by the Ricci scalar curvature, to its topology, as given by the Euler characteristic χpLΣq.
For convenience, we state a version of this theorem below and direct the reader to [72, Theorem

4.2] for further details.

Theorem 3.2.1 (Local Gauß–Bonnet Theorem)

Let Σ be a two-dimensional, compact, oriented manifold with Riemannian metric g. Suppose

that Σ has a boundary composed of disjoint, simple, closed, piecewise regular, piecewise arc-

length parametrised curves γα, such that BΣ � �
α γα. Let R be the Ricci curvature scalar of the

metric g, volΣ the volume form on Σ, and κ the geodesic curvature. Furthermore, let φβ be the

exterior angles at the non-smooth points of the boundary BΣ. Then, the Euler number χpΣq of

Σ is given by
1
2

»
Σ
volΣR�

¸
α

»
γα

ds κpγαpsqq �
¸
β

φβ � 2πχpΣq . (3.2.19)

Given an arc-length parametrised curve γ : s Ñ py1psq, y2psqq in two dimensions, we may
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express its geodesic curvature κ at γpsq using Beltrami’s formula:

κpγpsqq �
a
|detpgpypsqqq| εij 9yipsq

�
:yjpsq � Γkl

jpypsqq 9ykpsq 9ylpsq� , (3.2.20)

where superposed dots indicate derivatives with respect to the arc-length parameter s.

Let Σ � U � M and LΣ � V � L be as defined before Theorem 3.2.1. As U and V are

diffeomorphic, it follows that χpΣq � χpLΣq. Consider the case where Σ is bounded by a simple,

regular, closed curve c : RÑ U , such as a closed, isovortical contour or a closed streamline, for

example. Then Σ is homeomorphic to a disc and so, χpLΣq � 1. As ι�1 � dψ : U Ñ V is a

diffeomorphism, it follows that the boundary of LΣ � ι�1 �dψpΣq is given by γ :� pι�1 �dψq � c :
R Ñ V , which is also a simple, regular, closed curve and may be assumed to be arc-length

parametrised without loss of generality. Recall that we impose f ¡ 0 on Σ, such that the

metric (3.2.10) remains Riemannian on LΣ. Putting this all together, (3.2.19) evaluates to»
γ
ds κpγpsqq � 2π � 1

2

»
LΣ

volLΣ
R , (3.2.21)

on LΣ, where R is given by (3.2.18a).

That is, the mean curvature of the boundary of LΣ is determined by the average curvature

of its interior. Noting (3.2.18a), (3.2.18b), and (3.2.20), we remark that at a formal qualitative

level, the local Gauß–Bonnet relation (3.2.21) is a statement to the effect of7

mean curvature of the boundary of LΣ �
� 2π �mean gradients of vorticity and strain .

(3.2.22)

In this sense, we can use Monge–Ampère geometry to assign a topological quantity to a

‘vortex.’ Here, the vortex is described by the graph of the gradient of the stream function ψ over

some compact region of M , on which f ¡ 0 and which is bounded by a closed streamline. This

result illuminates the relationship between physical properties of a flow, such as the gradients

of vorticity and strain, and the topology of what we might call a vortex. The Gauß–Bonnet

theorem can also be extended to cases where the pull-back metric (3.2.10) is Kleinian, under

certain restrictions pertaining to the boundary BLΣ — e.g. it should have no null segments —

however, the link between the Gauß–Bonnet theorem and topology as quantified by the Euler

characteristic becomes more tenuous [73, 74]. On regions where the projection π|L fails to be a

(local) diffeomorphism and L is no longer locally-a-section, then singular behaviour should be

7Recall here that the boundary of LΣ is given by the image of the boundary of Σ, that is, the image of the
closed stream-line bounding a candidate vortex in M , under dψ.
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anticipated in the pull-back metric g and Ricci curvature scalar R, as observed by [44] in the

context of the semi-geostrophic equations for meteorological flows.

3.3 Incompressible Fluids on the Euclidean Plane — Examples

In this section, we adopt the notation x :� x1 and y :� x2 and consider the case of flows in R2

with Euclidean background metric g̊ij � δij , to verify consistency with known results. We begin

by providing the simplified formulæ in this setting, before computing the Lychagin–Rubtsov

metric and its pull-back for the classical example of a two-dimensional Taylor–Green vortex.

While not all solutions to the Poisson equation for the pressure (3.1.1c) are solutions to the

Navier–Stokes equations (3.1.1), our example of the Taylor–Green vortex is in fact a solution to

the full system. For more examples, see [1, Section 2.3].

3.3.1 Simplified Formulæ in the Euclidean Case

For reference, we summarise here the relevant simplified formulæ in the Euclidean case. Evid-

ently, setting g̊ij � δij implies R̊ � 0, so for f̂ as given in (3.2.4a) and f as given in (3.1.13c),

we find

f̂ � 1
2∆p � B2xψB2yψ � pBxByψq2 � f with ∆ :� B2x � B2y . (3.3.1)

Hence, the Lychagin–Rubtsov metric (3.2.8) on T �R2 takes the form

ĝ � diagpfδij , δijq , (3.3.2)

with its signature dictated by the sign of f . This metric is degenerate if and only if f � 0 and

the corresponding curvature scalar (3.2.14) becomes

R̂ � 1
f3

�BxfBxf � ByfByf � f∆f� . (3.3.3)

Thus, at a stationary point of f , where Bxf � Byf � 0, the sign of R̂ is determined solely by the

sign of ∆f . Consequently, when f accumulates at a local maximum, ∆f   0 and R̂ ¡ 0.

The vorticity (3.2.9) is simply ζ � ∆ψ, where ψ � ψpx, yq is the stream function, so the

pull-back metric (3.2.10) becomes

g � ζ

�
B2xψ BxByψ
BxByψ B2yψ

�
� ζ

2

�
ζ � 2Sxy �2Sxx
�2Sxx ζ � 2Sxy

�
, (3.3.4)

where Sxx � �Syy and Sxy are the components of rate-of-strain tensor (3.1.14) which describe

a shearing deformation at an angle of 1
2 arctan

�
Sxy

Sxx

	
, as discussed in Section 3.1.1. In contrast
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to the metric (2.2.16), which was studied in [16,19] and whose pull-back to classical solutions is

simply the Hessian of ψ, the vorticity appears as a conformal factor in the metric g. As a result,

our metric g is degenerate when the vorticity vanishes, in addition to when the Hessian matrix is

degenerate, i.e. where f � 0. We also note that when f depends on time t, then the metric (3.3.2)

will depend on t as a parameter. The same is true for (3.3.4), via the time-dependence of vorticity

and rate-of-strain. The one-parameter families of metrics (3.3.2) and (3.3.4) will thus evolve

according to either the Euler or the Navier–Stokes equations, as discussed in Remark 3.1.1.

The eigenvalues of (3.3.4) are given by

E� � 1
2

�
ζ2 � |ζ|DR

�
with D2

R :� 4pBxByψq2 �
�B2xψ � B2yψ�2 , (3.3.5)

where DR is the resultant deformation, which [59] note is a (rotational) invariant of the velocity

gradient tensor Aij � Bjvi defined in (3.1.15). Furthermore,

D2
R � ζ2 � 4f , (3.3.6)

so the eigenvalues take the same sign for f ¡ 0 and opposite sign for f   0, provided they are

both non-zero. This tells us that the degeneracies of (3.3.4) depend solely on ζ and f .

Finally, the curvature scalars (3.2.18) reduce to

R � 1

ζ

"
R̃� 1?

| detpg̃q|Bi
�a|detpg̃q| g̃ijBj logp|ζ|q�* , (3.3.7a)

where

g̃�1 � 1

f

�
B2yψ �BxByψ

�BxByψ B2xψ

�
(3.3.7b)

and

R̃ � �1
4 g̃
ij g̃klg̃mnpBiBjBmψ BkBlBnψ � BiBkBmψ BjBlBnψq . (3.3.7c)

As discussed following (3.2.18b), the curvature (3.3.7) involves derivatives of the vorticity and

rate-of-strain. These gradients can become large in turbulent flows featuring fine-scale accu-

mulation of vorticity along vortex filaments [20], which in turn could present a challenge when

computing the Ricci curvature scalar (3.3.7) in numerical simulations. However, as the following

example demonstrates, when the metric structure degenerates and/or the scalar curvature be-

comes singular (due to blow-up in the gradient of vorticity, for example) we can infer the presence

of topological changes in the fluid flow.
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(a) Plot of the streamlines of the stream
function (3.3.8). The domain is partitioned
into squares of side length π, across which
the sign of the stream function alternates.

(b) Contour plot of f � 1
2a

2b2F 2rcosp2axq

� cosp2byqs. The domain is partitioned
into rhombi, with positive/negative regions
around elliptic/hyperbolic fixed points.

Figure 3.3.1: Plots of the iso-lines of the stream function and Laplacian of pressure for the
Taylor–Green vortex with parameters a � b � 1 and F ptq � 1, which shall be used for
the remainder of the plots in this example. Streamlines corresponding to values of ψ with
sufficiently large magnitude are closed contours contained in regions of positive f , where
vorticity dominates. The vorticity is proportional to the stream function, ζ � �pa2 � b2qψ.

3.3.2 The Taylor–Green Vortex

The Taylor–Green vortex [75] in two dimensions is described by the function

ψpt, x, yq :� �F ptq cospaxq cospbyq , (3.3.8)

where F is a function of time t alone and a, b P R are parameters. See Figure 3.3.1a. The

diagnostic quantity (3.3.1) is given by

f � 1

2
a2b2F 2rcosp2axq � cosp2byqs , (3.3.9)

see Figure 3.3.1b. Therefore, the Lychagin–Rubtsov metric (3.3.2) has curvature scalar (3.3.3)

given by

R̂ � 8pa2 � b2qr1� cosp2axq cosp2byqs
a2b2F 2rcosp2axq � cosp2byqs3 , (3.3.10)

and the sign of R̂ coincides with that of f . See Figure 3.3.3a.

Consequently, when cosp2axq � cosp2byq ¡ 0, the metric is Riemannian with a positive

curvature scalar and vorticity dominates. When cosp2axq � cosp2byq   0 the metric is Kleinian

with negative curvature scalar and rate-of-strain dominates. Both the metric and curvature
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scalar are singular when abF � 0 and along the lines y � a
bx � π

2bp2n � 1q for all n P Z (when

cosp2axq � cosp2byq � 0), corresponding to where f � 0.

(a) Contour plot for the eigenvalue E�.
This eigenvalue is non-negative on the do-
main and vanishes along x � π

2 p2n� 1q or
y � π

2 p2n� 1q for all n P Z.

(b) Contour plot for the eigenvalue E�.
This eigenvalue is non-positive within the
dark blue regions, but also vanishes at
points within these domains.

Figure 3.3.2: Plots of the eigenvalues (3.3.13) of the pull-back metric (3.3.12) for the Taylor–
Green vortex with parameters a � b � 1 and F ptq � 1.

Furthermore, the vorticity is given by

ζ � pa2 � b2qF cospaxq cospbyq (3.3.11)

and the pull-back metric (3.3.4) becomes

g � pa2 � b2qF 2

4

�
a2r1� cosp2axqsr1� cosp2byqs �ab sinp2axq sinp2byq

�ab sinp2axq sinp2byq b2r1� cosp2axqsr1� cosp2byqs

�
. (3.3.12)

Its eigenvalues (3.3.5) are

E� � F 2pa2�b2q
4

�
2
�
a2 � b2� cos2paxq cos2pbyq � | cospaxq cospbyq|aẼ

�
(3.3.13a)

with

Ẽ :� �
a4 � 6a2b2 � b4�rcosp2axq � cosp2byqs � �

a2 � b2�2r1� cosp2axq cosp2byqs , (3.3.13b)

as shown in Figure 3.3.2. The corresponding curvature scalars (3.3.7) are

R � 8

F 2pa2 � b2qrcosp2axq � cosp2byqs2 and R̃ � 0 . (3.3.14)
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Observe that E� is everywhere non-negative, so the signature of the metric (3.3.12) is

determined by the sign of E�. It is clear from Figure 3.3.2b that, when cosp2axq� cosp2byq » 0,

we have E� » 0 and the metric g is Riemannian/Kleinian, with vorticity/strain dominating

based on the sign of f , as given by (3.3.9). Also, E� � 0 when cosp2axq � cosp2byq � 0

and by (3.3.14), these contours are curvature singularities. Furthermore, the vorticity changes

sign as the contours x � π
2ap2n � 1q or y � π

2bp2n � 1q are crossed, with the metric (3.3.12)

degenerating along the contours but remaining Kleinian on both sides; this is consistent with an

observation by [24], who states that the vorticity must have constant sign within simply connected

domains on which f :� detpBiBjψq ¡ 0, i.e. where the vorticity dominates and (by the discussion

following (3.2.13)) where the pull-back metric is Riemannian. However, the curvature (3.3.14)

is not singular along these contours, so they arise as a result of our coordinate choice — it is

possible to find a coordinate change where the conditions ζ � 0 and f � 0 coincide, for example.

Finally, when F � 0 or a � b � 0, we have ψpx, y; tq � �F ptq, the velocity components

vanish and the flow is stationary. Similarly, when a � 0 or b � 0, the stream function depends

on only one coordinate and the flow is one-dimensional. In each of these cases, f � 0, so both

the Lychagin–Rubtsov metric (3.2.8) and its pull-back (3.2.10) degenerate everywhere.

(a) Contour plot for the curvature scalar
R̂ on T�R2. This is singular at y � x �
π
2 p2n � 1q for all n P Z, which is where f
vanishes.

(b) Contour plot for the curvature scalar
R. This is everywhere positive yet small
away from the singularities given by y �

x� π
2 p2n� 1q for all n P Z.

Figure 3.3.3: Contour plots of the curvatures (3.3.10) and (3.3.14) respectively, for the Taylor
Green vortex with parameters a � b � 1 and F ptq � 1.

3.4 Chapter Summary

In Section 3.1 of this chapter, we reviewed some known properties of incompressible fluid flows

in Euclidean domains and observed that the divergence-free condition induces a Poisson equa-
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tion (3.1.1c) for the pressure, which holds regardless of the viscosity of the flow. In particular,

for flows in the Euclidean plane, we saw that the dominance of vorticity and strain is determined

by the sign of the Laplacian of the pressure, which the Weiss criterion relates to the equation

type of (3.1.4), viewed as a Monge–Ampère equation for the stream function. Subsequently, we

demonstrated how an analogous, covariant Poisson equation for the pressure (3.1.13c) could be

derived for incompressible Navier–Stokes flows on an arbitrary Riemannian manifold and that,

once again, the equation could be viewed as a Monge–Ampère equation for a stream function in

two dimensions. We also noted in Remark 3.1.1 that solutions to the full Navier–Stokes equations

are a subset of the solutions of the Poisson equation, so general properties of solutions to the

latter are also properties of solutions to the former.

In Section 3.2, we demonstrated that the Poisson equation for the pressure (3.2.3) could be

encoded by the Monge–Ampère structure (3.2.4b) in two dimensions. Furthermore, by utilising

the results of [15] introduced in Section 2.2.1, an almost (para-)complex structure (3.2.6) and

almost (para-)Hermitian form (3.2.7) can be associated with the Monge–Ampère structure and

used to induce the Lychagin–Rubtsov metric (3.3.2) on the cotangent bundle. The Lychagin–

Rubtsov theorem (Theorem 2.2.6) then informs us that the Poisson equation for the pressure

is locally equivalent to the Laplace or wave equation precisely when its Pfaffian f̂ is constant,

which can only occur if M is flat.

Considering classical solutions ι : L ãÑ T �M to the Monge–Ampère structure (3.2.4b),

we observe the following relationship: when vorticity dominates over strain, f � ι�f̂ �
1
2∆̊Bp� R̊

4 |dψ|2 is positive, the Monge–Ampère equation (3.2.3) is of elliptic type (as determined

by the sign of the Pfaffian) and both the Lychagin–Rubtsov metric and its pull-back to L are

Riemannian. Similar associations hold for the rate-of-strain and these relationships are summar-

ised in Table 3.4.1. This correspondence is, in essence, an extension of the Weiss criterion to the

general Riemannian setting, taking account of the additional term introduced in (3.2.3) by the

curvature of the underlying manifold. We closed the section by showing that the curvature of

the pull-back metric is given by the gradients of vorticity and rate-of-strain, and can be used to

obtain topological information about the flow, via the Gauß–Bonnet theorem, for example.

Finally, in Section 3.3, a simplified geometric description in the Euclidean setting was

presented. The Lychagin–Rubtsov metric, its pull-back to classical solutions, and their associated

curvatures were shown to reflect the standard Weiss criterion in this case, as illustrated by the

example of the Taylor–Green vortex.

In the next chapter, we shall show how, through a subtle modification to the Monge–Ampère

structure (3.2.4b), this analysis can be extended to incompressible fluid flows in dimension higher

than two, where (3.1.17) no longer takes the form of a Monge–Ampère equation. Furthermore, in
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Dominance Vorticity Strain None
f 0   0 � 0

α|L � 0 Elliptic Hyperbolic Parabolic
Ĵ2 �I I Singular
ĝ Riemannian Kleinian Degenerate
g Riemannian Kleinian Degenerate

Table 3.4.1: Summary of the relationships between fluid dynamical, PDE theoretical, and geo-
metric quantities.

three dimensions, we will again highlight how this might be used to obtain topological information

regarding vortices, before considering the application of dimensional reductions to flows with

symmetries.
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4
Having discussed incompressible fluid flows on two-dimensional Riemannian manifolds, we

now wish to consider fluid flows in three (or even higher) dimensions. In this case, the Poisson

equation for the pressure (3.1.13c) no longer takes the form of a Monge–Ampère equation, since

in general such flows are not described by stream functions, but rather by stream forms1 (3.1.18).

However, subtly modifying the Monge–Ampère structure (3.2.4b) by means of choosing a

different symplectic form, we can obtain a pair of differential forms on T �M which not only encode

the Poisson equation for the pressure (3.2.4a), but also the divergence-free constraint (3.1.13b).

Indeed, in the previous chapter, incompressibility never arose as a consequence of the geometry,

rather, we assumed that our flow was divergence-free a priori to induce the existence of a stream

function. Furthermore, while this alternative view makes little difference to the geometric pic-

ture in two dimensions, it naturally generalises to higher dimensions and provides a mechanism

for unifying the otherwise quite distinct geometric descriptions of two-dimensional and three-

dimensional fluid flows described in [19].

4.1 A Bridge to Higher Dimensions

Before discussing fluid flows in higher dimensions, let us make precise the aforementioned subtle

modification in two dimensions. In Section 3.2, we saw that the Monge–Ampère structure (3.2.4b)

encodes incompressible fluid flows on a two-dimensional Riemannian manifold pM, g̊q. As we did

then, let txiu2i�1 and txi, qiu2i�1 be coordinates on M and T �M respectively. However, this time,

1In Section 4.3, we shall present some examples of three-dimensional flows with symmetry, which can be
described in terms of the stream function for some associated two-dimensional fluid flow.

53
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instead of using the canonical symplectic form (2.1.5) in the Monge–Ampère structure (3.2.4b),

we propose taking the form

ϖ :� ∇̊qi ^ �g̊dxi , (4.1.1)

that is, (3.2.7) without the pre-factor. It should be evident that ϖ is non-degenerate2 and we

shall demonstrate in Section 4.2 that it is closed, therefore it is indeed a symplectic form. It is

easily seen that, when ι : L ãÑ T �M is a submanifold of T �M given by

ι : xi 7Ñ pxi, qiq :� pxi, vipxqq , (4.1.2)

with vi � vipxq the components of the velocity (co-)vector field, the condition ι�ϖ � 0 is

equivalent to requiring the divergence-free constraint (3.1.13b). Thus, our fluid flow is again

described by a Lagrangian submanifold L of T �M , this time with respect to ϖ in place of ω.

Moreover, using that �g̊pdxi ^ dxjq �
a
detp̊gqεij in two dimensions and denoting the

volume form on M by

volM :�
?

detp̊gq
2 εijdxi ^ dxj , (4.1.3)

we may rewrite the Monge–Ampère form α defined in (3.2.4b) as

α � 1
2∇̊qi ^ ∇̊qj ^ �g̊pdxi ^ dxjq � f̂ volM . (4.1.4)

As discussed around (3.2.5), α is non-degenerate precisely when f̂ � 0 and as for ϖ, we shall

demonstrate in Section 4.2 that α is closed in arbitrary dimension. Since we also have α ^
ϖ � 0, the pair pϖ,αq does indeed form a Monge–Ampère structure. Indeed, the structure

given by (4.1.1) and (4.1.4) is precisely the covariantisation of the structure studied in [18,

19]. Additionally, the requirement that ι�α � 0 under (4.1.2) is equivalent to the Poisson

equation for the pressure (3.1.13c), written in terms of the velocity components, provided that

we simultaneously demand ι�ϖ � 0. As for the structure pω, αq, the Pfaffian of α with respect

to ϖ is given by the function f̂ defined in (3.2.4a).

Recall from (3.1.18) that, for incompressible fluid flows in two dimensions, it is possible to

find stream functions ψ P C8pUq on open contractible subsets U � M , such that v � �g̊dψ.

Upon describing the velocity in this manner, the constraint ι�ϖ � 0 becomes trivial and ι�α � 0

yields the Poisson equation for the pressure in the form (3.2.3), that is, as a Monge–Ampère

equation for the stream function on U . In particular, submanifolds of the form

ι : xi 7Ñ pxi, qiq :� pxi, p�g̊dψqiq , (4.1.5)

2Indeed, the form K from (3.2.7) is non-degenerate when f̂ � 0 and equal to �ϖ when f̂ � 1.
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additionally satisfying ι�α � 0, correspond to smooth classical solutions of the Monge–Ampère

equation (3.2.3), as discussed in Remark 2.1.11. Note that the form α is unchanged under the

symplectomorphism which takes ϖ to ω.

We may now follow our discussion in Section 3.2 and define an endomorphism Ĵ :

ΓpTT �Mq Ñ ΓpTT �Mq of vector fields on T �M by

αb
|f̂ |

�: Ĵ  ϖ , (4.1.6)

under the assumption that f̂ does not vanish. As before, Ĵ is an almost complex structure when

f̂ ¡ 0, an almost para-complex structure when f̂   0, and integrable if and only if f̂ is constant.

In light of our future applications, note that (4.1.6) can be rewritten as

ĴX � 1b
|f̂ |

ε pϖ ^X  αq , (4.1.7)

where ε is the poly-vector dual to the Liouville volume form 1
2ω^ ω � 1

2ϖ^ϖ. Again, Propos-

ition 2.2.7 guarantees the existence of a differential two-form K̂ of type p1, 1q with respect to Ĵ
such that K̂ ^ϖ � 0, K̂ ^ pĴ  ϖq � 0, and K̂ ^ K̂ � 0. In particular, we choose

K̂ :�
b
|f̂ | ∇̊qi ^ dxi , (4.1.8)

that is, the canonical symplectic structure (3.2.4b) scaled with respect to the Pfaffian f̂ of α.

In essence, we have interchanged the roles of ω and ϖ in the construction. Importantly, the

compatibility condition K̂pĴX,Y q � �K̂pX, Ĵ Y q again yields the metric (3.2.8). Furthermore,

pulling the metric (3.2.8) along (4.1.5) also yields the pull-back metric (3.2.10) on Lagrangian

submanifolds which correspond to classical solutions.

In conclusion, the Monge–Ampère structure pϖ,αq, with ϖ as defined by (4.1.1) and α

written as (4.1.4) represents an alternative means to describe two-dimensional, incompressible

fluids. Whilst the Monge–Ampère structure (3.2.4b) yields explicitly a description of the fluid

flow in terms of the stream function, the alternative structure yields two advantages: firstly, that

the divergence-free constraint (3.1.13b) is now encoded by ϖ in the geometry and secondly that

the differential forms (4.1.1) and (4.1.4) naturally generalise to higher dimensions. However, in

m ¡ 2 dimensions, we leave the realm of symplectic geometry, as we shall see shortly.
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4.2 Geometric Properties of Higher-Dimensional Incompressible Fluid Flows

Having introduced our modified Monge–Ampère structure in two dimensions, we can now make

precise the description of higher-dimensional incompressible fluid flows. We begin by provid-

ing a formulation of the Poisson equation for the pressure (3.1.13c) and divergence-free con-

straint (3.1.13b) in terms of differential forms which vanish on submanifolds of the cotangent

bundle of an m-dimensional Riemannian manifold, as we did in two dimensions.

In light of this, let M be a smooth, m-dimensional, Riemannian manifold with metric g̊

and consider the pair of differential m-forms on T �M , given by

ϖ :� ∇̊qi ^ �g̊dxi ,
α :� 1

2∇̊qi ^ ∇̊qj ^ �g̊pdxi ^ dxjq � f̂volM ,
(4.2.1a)

where indices now run from 1 to m, the volume form on M is given by

volM :�
?

detp̊gq
3! εijkdxi ^ dxj ^ dxk , (4.2.1b)

and as in two dimensions, we set

f̂ :� 1
2

�
∆̊Bp� R̊ijqiqj

�
. (4.2.1c)

In three dimensions, these choices can be understood as a covariantisation of the differential

forms previously presented by [18, 19]. Importantly, the formulation (4.2.1) makes it clear that

this construction works in any dimension m ¡ 1. Indeed, we simply need to take the appropriate

volume form in α and the function f̂ is the same in any dimension. In this sense, pϖ,αq is a

kind of “higher Monge–Ampère structure” associated to the equations (3.1.13).

It is straightforward to verify that ϖ is non-degenerate for m ¥ 2, while α is non-degenerate

for m ¡ 2 (and m � 2 if f̂ � 0). Furthermore, by using

dp∇̊qiq � 1
2dx

l ^ dxkR̊klijqj � dxjΓ̊jik ^ ∇̊qk (4.2.2a)

and

d�g̊dxi � �g̊jkΓ̊jki volM , (4.2.2b)

we may verify that ϖ is closed. It follows that ϖ is an pm � 1q-plectic structure on T �M for

m ¥ 2. Similarly, it follows from (4.2.2a),

d�g̊pdxi ^ dxjq � 2̊gklΓ̊kl
ri�g̊dxjs � 2̊gkriΓ̊kljs�g̊dxl (4.2.3a)
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and

dxk ^ �g̊pdxi ^ dxjq � �2̊gkri�g̊dxjs , (4.2.3b)

that α is closed, hence is also an pm� 1q-plectic structure on T �M for m ¡ 2.

Since neither ϖ nor α is a symplectic form for m ¡ 2, the pair pϖ,αq, does not define

a Monge–Ampère structure in the sense of Definition 2.1.9. However, we may still consider

submanifolds ι : L ãÑ T �M on which ι�ϖ � 0 and ι�α � 0, in the spirit of generalised solutions.

Indeed, taking

ι : xi 7Ñ pxi, qiq :� pxi, vipxqq , (4.2.4)

where vi � vipxq are interpreted as the components of the velocity (co-)vector field, then ι�ϖ � 0

corresponds to the divergence-free constraint (3.1.13b), while ι�α � 0 corresponds to the Poisson

equation for the pressure in terms of the velocity components (3.1.13c). As such, we shall

consider (4.2.4) in lieu of classical solutions.

For the canonical symplectic structure

ω � ∇̊qi ^ dxi , (4.2.5)

on T �M , both ϖ ^ ω and α ^ ω � 0, so ϖ and α are both Monge–Ampère forms for ω. In

contrast, α ^ ϖ � 0 if and only if m � 3. However, we do not consider the pair of coupled

Monge–Ampère structures pω,ϖq and pω, αq, since this would require imposing ι�ω � 0 and

ι�ω � dv � 1

2
ζijdxj ^ dxi (4.2.6)

along (4.2.4), which implies that the vorticity two-form vanishes everywhere. As we wish to use

our geometry to study vorticity, this would not be very productive!

Following our construction in two dimensions, we can again equip T �M with the metric

ĝ � 1
2 f̂ g̊ijdx

i d dxj � 1
2 g̊
ij∇̊qi d ∇̊qj , (4.2.7)

whose signature is determined by the sign of the quantity f̂ . Let ∆̂B be the Beltrami Laplacian
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for ĝ. The Ricci curvature scalar for this metric is derived in Appendix C.2.3 and takes the form

R̂ � 1

f̂
R̊� 1

4f̂2
R̊ijk

lR̊ijkmqkqm � pm� 1q∆̂B log
�
|f̂ |

	
� g̊ij B2

BqiBqj log
�
|f̂ |

	
� 1

4f̂
pm� 1qpm� 2q̊gij

� B
Bxi � Γ̊ik

lql
B
Bqk



log

�
|f̂ |

	� B
Bxj � Γ̊jm

nqn
B
Bqm



log

�
|f̂ |

	
� 1

4
mpm� 3q̊gij BBqi log

�
|f̂ |

	 B
Bqj log

�
|f̂ |

	
,

(4.2.8)

in any dimension. The occurrence of the term ∆̂B log
�
|f̂ |

	
again suggests that the accumulation

of f̂ determines the sign of the Ricci scalar curvature near fixed points, as it does in the two-

dimensional case.

Finally, let us present a formula for the pull-back of the metric (4.2.7) via (4.2.4) in arbitrary

dimension, in terms of fluid dynamical quantities. Pulling back f̂ via (4.2.4) and applying the

pressure equation (3.1.13c) (in the form (3.1.17)) yields

f � ι�f̂ � �1
2Aj

iAi
j , (4.2.9)

where Aij � Aikg̊
kj and Aij is the velocity gradient tensor defined in (3.1.15). Additionally,

observe that the pull-back of ∇̊qi via (4.2.4) is given by

ι�p∇̊qiq � ∇̊jvidxj � Aijdxj . (4.2.10)

It follows that the pull-back of (4.2.7) is

g � 1
2gijdx

i d dxj with gij :� g̊klAkiAlj � 1
2Ak

lAl
kg̊ij . (4.2.11)

As in the two-dimensional case, the diagnostic nature of the quantity f in (3.1.17) results in

the pull-back metric being a quadratic function of the velocity gradient tensor, with curvature

generated by gradients of vorticity and rate-of-strain.

In the case of two-dimensional incompressible flows, it is possible to recover the met-

ric (3.2.8) from (4.2.11) by recalling that, on open contractible neighbourhoods U � M , the

divergence free constraint can be solved as in (3.1.18) to obtain

vi �
a
detp̊gqεijBjψ , (4.2.12)

while the velocity gradient tensor is given by Aij � ∇̊jvi. However, in contrast to the two-

dimensional case, where we could directly relate the signature of (3.2.8) to the sign of (4.2.9),



4.2 Geometric Properties of Higher-Dimensional Incompressible Fluid Flows 59

the correspondence in higher dimensions is not so clear. Indeed, [1, Section 3.4] provide an

example where the pull-back metric (4.2.11) is not singular along the curve given by f � 0. In

particular, the final row of Table 3.4.1 does not hold for dimension higher than 2 in general (while

the remainder of the table does). In Section 4.4 we shall demonstrate that the sign of (4.2.9) also

fails to directly determine the signature of (3.2.8) for two-dimensional compressible fluid flows

generated by symmetry reduction, although it is not yet fully understood why this is the case.

4.2.1 Almost (Para-)Complex Structures For Three-Dimensional Fluid Flows

We now wish to know the relationship between the metric (4.2.7), which is of Lychagin–Rubtsov

type in dimension two, and the classical Lychagin–Rubtsov metric (2.2.16) in three dimension,

which has been studied in the context of incompressible fluid flows on Euclidean background

in [19], for example. In particular, we wish to know whether (4.2.7) is a Lychagin–Rubtsov

metric in dimension greater than two, i.e. is the metric almost (para-)Hermitian for some almost

(para-)complex structure arising from our “higher Monge–Ampère structure.”

Let us specialise to the case m � 3 for concreteness. Unlike for a standard Monge–Ampère

structure in three dimensions, ϖ and α are of the same order, so an identity of the form

α �: Jα  ϖ , (4.2.13)

as in (2.2.13), makes sense at a glance. However, as we shall see in Chapter 5 when we consider

the classification of such higher structures, not all pairs of differential three-forms pϖ,αq define

an endomorphism J in this way. In particular, the structure (4.2.1) does not do so.

In light of this, we will again use the Hitchin endomorphism (2.2.20) to construct our almost

(para-)complex structure. A priori we have two choices, as we could construct the endomorph-

ism for either ϖ or α, however it turns out that HPfpϖq � 0 so (2.2.21) is ill-defined for ϖ.

Consequently, we shall compute the structure associated with α; this is convenient since α has

explicit dependence on our diagnostic quantity f̂ . In order to do so explicitly, fix vol � 1
3!ω

3 to

be the Liouville volume form with respect to the standard symplectic form ω on T �M and let ε

denote the poly-vector field dual to the Liouville volume form, that is, ε 1
3!ω

3 � 1. Then, under

the assumption that f̂ does not vanish, we may use (2.2.21) to associate with the differential

three-form α defined in (4.2.1) the endomorphism

ĴX :� � 1

2

b
|f̂ |

ε pα^X  αq for all X P T pT �Mq . (4.2.14)

In particular, HPfpαq � sgnpf̂q, from which it follows that Ĵ is an almost complex structure on
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T �M when f̂ ¡ 0 and an almost para-complex structure when f̂   0. Since α is closed and can

also be taken as the imaginary part of a holomorphic top form with respect to (4.2.14), this choice

of endomorphism, in fact, defines what is known as a nearly (para-) Calabi–Yau structure [76,77].

Furthermore, the differential two-form K̂ defined in (4.1.8), now with i running from one to

three, is a p1, 1q-form for (4.2.14) and satisfies K̂pĴX,Y q � �K̂pX, Ĵ Y q for allX,Y P ΓpTT �Mq.
In fact, the almost (para-)Hermitian metric associated with K̂ via ĝpX,Y q :� K̂pX, Ĵ Y q is pre-

cisely the metric (4.2.7) in three dimensions. In particular, it is a conformal scaling of the classical

Lychagin–Rubtsov metric (2.2.23) for α, with conformal factor given by
b
|f̂ | from (4.1.8), and

is essentially covariantisation of the metric studied in [19, Section 4] in the context of three di-

mensional incompressible flows on a Euclidean background. In contrast to earlier works, where

the metrics in two and three dimensions were defined independently, our metric (4.2.7) is a dir-

ect generalisation of the metric (3.2.8) to dimension greater than two and relates the two- and

three-dimensional descriptions. Fundamentally, this presentation provides a unified, geometric

perspective from which to study incompressible fluid flows in arbitrary dimension.

Remark 4.2.1 (Rescaled Sasaki Metrics)

We observe that the metric (4.2.7) on T �M has the same overall form as the rescaled Sasaki

metrics, see e.g. [78, Definition 3.1]. The main difference here is that our rescaling function f̂ is

a function on T �M rather than on M . This results in our metric (4.2.7) being able to change

type across T �M . In [78, Section 3], the Ricci scalar curvature of the rescaled Sasaki metric is

computed and is consistent with our findings in Appendix C.2. Furthermore, earlier work [79]

has focused on constructing almost para-Nordenian manifolds in the case f̂ ¡ 0, preferentially

selecting an endomorphism J which satisfies the Nordenian property3 ĝpĴX,Y q � ĝpX, Ĵ Y q and

is almost para-complex instead of almost complex. Further investigation into the relationship

between the geometric properties of incompressible fluid flows, rescaled Sasaki metrics, and para-

Nordenian manifolds is a promising subject for future research.

△

4.2.2 Topology of Three-Dimensional Incompressible Fluid Flows

Now let us turn to the problem of describing the topological artefacts associated with the presence

of vortex structures in a fluid flow. In two dimensions, we utilised the local Gauß–Bonnet

theorem (3.2.19) in order to relate the geometry of fluid flows within compact regions U �
M , as described by the curvature scalar (3.2.18), to a topological invariant, namely the Euler

3Note this property differs by a sign from the compatibility condition our almost para-complex structures
satisfy
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characteristic. In three dimensions, where the Euler characteristic of a compact manifold is

always zero, it quickly becomes apparent that this approach is not suitable and we require an

alternative topological quantity.

Let M be a three-dimensional Riemannian manifold. Recall from (4.2.5) that the pull-back

of the canonical symplectic form along (4.2.4) is given by ι�ω � 1
2ζijdx

i ^ dxj . Similarly, the

associated tautological one-form θ :� qidxi, which satisfies ω � dθ, has pull-back ι�θ � v � vidxi

along (4.2.4). It follows from the distributive property of the pull-back over the wedge product

that

ι�pθ ^ dθq � viζ
i volM3 , with ζi :�

a
detp̊g3qεijkζjk (4.2.15)

the vorticity in three dimensions, given in terms of the vorticity two-form (3.1.14). Integrals of

quantities of the form (4.2.15), over a compact region U �M , are referred to as helicity [30,80].

Hence, in our context, viζi may be referred to as the helicity density or helicity per volume.

Consider an inviscid, incompressible fluid described by the Euler equations (3.1.13) (ν � 0)

on a compact region U � M . Suppose also that U is a volume contained inside some closed

orientable surface, which is moving with the fluid and has (continuous, outward) unit normal

n with components denoted ni. It is shown in [30, Equation 6] that, provided the distribution

of vorticity is local and continuous, and niζ
i � 0, then the integral of (4.2.15) over U � M

is an invariant of the Euler equations and the vorticity two-form in U is conserved,4 while [81]

demonstrate that helicity is an isotopy invariant of the volume. Furthermore, for discrete vortex

filaments, [31,82] associate the helicity with the topological invariants given by the Gauß linking

number and Călugăreanu invariant [83, 84]. Perhaps more significantly, a recent work [85] has

managed to demonstrate that, in ideal conditions, helicity-type quantities can be reinterpreted as

Abelian Chern–Simons actions. Hence, the helicity density (4.2.15) of a configuration of discrete

vortex filaments can be related to the Jones polynomial of the knots they form.

Consequently, in addition to the interpretation of the pull-backs of (4.2.1) under (4.2.4)

as the divergence-free constraint and the pressure equation, in three dimensions, we also have

that the corresponding pull-back of the canonical symplectic form encodes the helicity. Fur-

thermore, earlier work relating helicity to various topological invariants demonstrates that our

geometric construction may be used to investigate the topological properties of fluid flows in

three dimensions (as we did in two dimensions).

4In the context of magneto-hydrodynamics, the analogous result was presented in [80, Equation 3].
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4.3 Reduction of Three-Dimensional Flows with Symmetry

Earlier works [18, 19] considered a class of solutions to the three-dimensional incompressible

Navier–Stokes equations on Euclidean space which take the form [86]

p 9x1, 9x2, 9x3q :� �
v1px1, x2, tq, v2px1, x2, tq, x3γpx1, x2, tq �W px1, x2, tq

�
, (4.3.1)

for some functions γ and W , where the superposed dot refers to the derivative with respect to

the time parameter t. Such flows are referred to as ‘two-and-a-half-dimensional’ flows and are

a generalisation of what is known as ‘columnar flow’ [87], where only the vertical component

of the velocity v3 depends on the vertical coordinate x3 and does so linearly. One example of

such a two-and-a-half-dimensional flow is Burgers’ vortex [88], where W � 0 and γ � γptq.
Burgers’ vortex was treated by [19, Section 5] in the following manner: assume that R acts

as a Lie group on the phase space T �R3 via translation of x3 and q3, with the infinitesimal

generator of the action given by the vector field Bx3 � γBq3 . Given that such an action preserves

the Monge–Ampère structure (4.2.1) and Burgers’ vortex is a classical solution of the Poisson

equation for the pressure (3.1.13c) in the sense of (4.2.4), then there exists a two-dimensional

Monge–Ampère equation with a classical solution which provides an equivalent description of the

flow. By performing this reduction via our geometric formulation, the resulting Monge–Ampère

equation can be studied in the sense of Section 3.2.

In this section, we shall consider solutions of the form (4.3.1) with γ � 0 and W �
W px1, x2, tq in more detail, as well as providing a generalisation of the technique laid out by [19]

to fluid flows on an arbitrary Riemannian manifold. That is, we consider the case when the

three-dimensional background manifold M exhibits some symmetry in one particular coordinate

x3, along which we reduce. As a consequence, we find that the three-dimensional, covariant,

incompressible Navier–Stokes equations on spaces with such symmetry reduce to equations for

some (potentially compressible) two-dimensional flow. While we shall drop the parameter time t

for brevity moving forward, all functions and constants should be interpreted as being ‘at fixed

t,’ so are in general allowed to vary in time.

4.3.1 General Setup

Let us begin by reviewing some fundamental definitions. We base our formulation here on the

work of [28,34] in the multisymplectic setting, while more information specific to the symplectic

setting can be found in [41, Chapters 7 and 8]

Definition 4.3.1 (k-Plectic Vector Fields)
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Let pN,ϖq be a k-plectic manifold. A vector field X P ΓpTNq is called a k-plectic vector field

for ϖ if the flow along X preserves ϖ, i.e. 5

LXϖ � dpX  ϖq � 0 . (4.3.2)

If X  ϖ is not only closed, but exact, with

X  ϖ � dHX (4.3.3)

for some HX P Ωk�1pNq, then we call X a Hamiltonian vector field with Hamiltonian HX .

Let G be a connected Lie group with Lie algebra g, whose dual is denoted g�. For each

ξ P g, let Xξ denote the corresponding vector field given by

Xξpxq �
�

d
dt

expptξq � x

����
t�0

, (4.3.4)

where exp : g Ñ G is the exponential map, � is the action of G on N , and x P N . We call the

action of G on N k-plectic (resp. Hamiltonian) if, for all ξ P g, the corresponding vector field Xξ

is a k-plectic (resp. Hamiltonian) vector field with respect to ϖ.

Definition 4.3.2 (Moment Map)

Let pN,ϖq be a k-plectic manifold and let G be a connected Lie group whose action on N is

Hamiltonian. The moment map corresponding to this action is a map µ : N Ñ�k�1 T �N b g�

such that

dpµp�qpξqq � Xξ
 ϖ , (4.3.5)

for all ξ P g. Since the action of G is Hamiltonian on pN,ϖq, we have dpµp�qpξqq � dHXξ

by (4.3.3). In particular, µp�qpξq � HXξ
, up to a shift by an exact pk � 1q-form.

We now wish to consider the class of incompressible fluid flows on a three-dimensional,

background manifold M3, for which the velocity components have the form (4.3.1) with W � 0

and show that these flows admit one-dimensional symplectic/k-plectic reductions. In order to

facilitate this, consider a three-dimensional manifold M3 given by a warped-product of a two-

dimensional manifold M2 with Riemannian metric g̊2 and a one-dimensional manifold N with

local coordinates x3. Then, there exists a metric on M3 of the form

g̊3 � g̊2 � e2φ dx3 b dx3 , (4.3.6)

5The first equality here follows from the closure of ϖ and Cartan’s homotopy formula [89, Theorem 20.10].
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where we refer to φ P C8pM2q as the warping factor . For the remainder of this chapter, we

consider lower case indices i, j, . . . � 1, 2 so that, for example,

g̊2 � 1

2
g̊ijdxi d dxj . (4.3.7)

Hence, the only non-vanishing Christoffel symbols for g̊3 are Γ̊ij
k, which are precisely the Chris-

toffel symbols for g̊2, and

Γ̊33
i � e2φg̊ijBjφ and Γ̊i3

3 � Biφ . (4.3.8)

Next, for m � 2, 3, consider the differential forms (4.2.1) on T �Mm and denote these by

ϖm and αm respectively. We shall use similar notation for other quantities occurring in both

M3 and M2. Then, under the assumption that the pressure is independent of the x3 coordinate,

that is, p P C8pM2q, some algebra reveals

ϖ3 � eφϖ2 ^ dx3 � e�φ volM2 ^ ∇̊q3 ,

α3 � eφpα2 � ĥ�volM2q ^ dx3 � e�φ pϖ2 � q3dx3 ^ �g̊2dφq ^ ∇̊q3 ,
(4.3.9a)

with

ĥ� :� 1
2 r∇̊iφBip�

�
∇̊i∇̊jφ� ∇̊iφ∇̊jφ

�
qiqj � e�2φp∆̊Bφ� ∇̊iφBiφqq23

�
, (4.3.9b)

where all differential operators in ĥ� are taken with respect to the metric g̊2. Unless indicated

otherwise, this shall hold true for all formulae in the remainder of this chapter. Furthermore,

ϖ1
2 :� Bx3  ϖ3

� eφ
�
ϖ2 � qi∇̊iφ volM2

�
,

α12 :� Bx3  α3

� eφ
�
α2 �

�
ĥ� � e�2φ∇̊iφBiφ q23

�
volM2 � qi∇̊iφϖ2

�� e�φq3dq3 ^ �g̊2dφ .

(4.3.10)

A short calculation shows that both ϖ1
2 and α12 are closed. In fact, using (4.2.2b), we also find

ϖ1
2 � dp�g̊2eφqidxiq . (4.3.11)

Consequently, Bx3 is a 2-plectic vector field with respect to both ϖ3 and α3, as well as being

a Hamiltonian vector field for ϖ3 with Hamiltonian ϖ1
2, hence the geometric flow along Bx3

preserves our Monge–Ampère structure (4.2.1). Furthermore, if Bx3 is the infinitesimal generator

for some action of a one-dimensional, connected Lie group G on T �M3, then said action is
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2-plectic for α3 and Hamiltonian for ϖ3. Crucially, such a Lie group must be isomorphic to

either R or S1. Choosing different local coordinates x3 on N corresponds to a different choice of

metric (4.3.6) and hence results a different infinitesimal generator.

In summary, given an incompressible fluid flow on a three dimensional manifold M3 with

metric (4.3.6), pressure p P C8pM2q, and a one-dimensional, connected Lie group G whose

action on T �M3 is generated by Bx3 , then the Monge–Ampère structure (4.2.1) is preserved by

the flow along Bx3 . This suggests that such flows admit a dimensional reduction along x3. In

the subsequent two subsections, we present two different approaches to this reduction, using

symplectic and 2-plectic geometry in turn. This is where the prematurely introduced moment

map (see Definition 4.3.2) will come into play.

4.3.2 Symplectic Reduction

We begin this subsection by recalling the Marsden–Weinstein reduction process [33, 90], a well

known tool in symplectic geometry, used to reduce spaces with symmetries. Concretely, this

reduction process can be summarised as follows:

Theorem 4.3.3 (Marsden–Weinstein Reduction Process)

Let pN,ωq be a symplectic manifold and G be a Lie group whose action on pN,ωq is Hamiltonian.

Let µ : N Ñ g� be the moment map for this action, with g the Lie algebra of G. Furthermore,

let c P g� be a regular value of µ and Gc � G be the (coadjoint) stabiliser group of c. We assume

that Gc acts freely and properly on µ�1ptcuq. Set Nc :� µ�1ptcuq{Gc, with p : µ�1ptcuq Ñ Nc the

natural projection, and consider,
µ�1ptcuq N

Nc

i

p (4.3.12)

Then, there exists a unique symplectic form ωc on Nc such that p�ωc � i�ω.

As in Section 4.3.1, letM3 be a three-dimensional manifold equipped with the metric (4.3.6).

Let T �M3 be the corresponding cotangent bundle, which admits the following ‘twisted’ sym-

plectic form:

ω3 :� dqi ^ dxi � dpλq3q ^ dx3 , (4.3.13)

where λ P C8pM2q is non-vanishing. Evidently, Bx3  ω3 � dpλq3q and ω3 is closed, so Bx3 is

Hamiltonian for ω3. Additionally, given a one-dimensional, connected Lie group G whose action

on T �M3 is generated by Bx3 , said action is Hamiltonian with respect to ω3. Consequently, we can

consider a dimensional reduction of pT �M3, ω3q under the action of G, following Theorem 4.3.3.
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As Bx3  ω3 is exact, we can define the moment map (4.3.5) on pT �M,ω3q by µpx, qq � λq3.

Hence,

µ�1ptcuq �
!
px, qq

��� q3 � c

λ
�: v3pxiq

)
(4.3.14)

for any regular value c P R. There is a natural embedding of µ�1ptcuq{Gc into µ�1ptcuq and

hence into T �M3, which is given by pxi, x3, qi, q3q � pxi, C, qi, q3 � v3pxiqq for any constant C.

The geometric flow generated by our Hamiltonian corresponds to varying C and generates a

foliation of µ�1ptcuq with leaves µ�1ptcuq{Gc. Consequently, µ�1ptcuq{Gc � T �M2 and can be

given local coordinates pxi, qiq by Theorem 4.3.3. Furthermore, Theorem 4.3.3 also yields the

unique symplectic form ωc :� dqi ^ dxi on µ�1ptcuq{Gc � T �M2 satisfying p�ωc � i�ω3, as well

as two closed differential two-forms given by

ϖ̃2 :� eφ
�
ϖ2 � qi∇̊iφ volM2

�
,

α̃2 :� eφ
 
α2 �

�
ĥ� � e�2φ

�
∇̊iφBiφv23 � v3∇̊iφBiv3

��
volM2 � qi∇̊iφϖ2

(
,

(4.3.15)

which are simply those from (4.3.10) with q3 � v3px1, x2q.

Upon requiring the pull-backs of ϖ̃2 and α̃2 along (4.2.4) to vanish, we obtain

∇̊iv
i � �viBiφ ,

∆̊Bp� ∇̊iv
j∇̊jv

i � 1
2 |v|2R̊ � �g̊ijBiφBjp� vivj∇̊iBjφ

� e�2φ
��
∆̊Bφ� g̊ijBiφBjφ

�
v23 � 2v3g̊

ijBiφBjv3
�
.

(4.3.16)

These are precisely the divergence-free constraint (3.1.13b) and the pressure equation (3.1.13c),

adapted to the warped product metric (4.3.6) and under the assumption that p is independent

of x3. Additionally, the first equation of (4.3.16) can be rewritten as ∇̊ipeφviq � 0, hence by the

Poincaré lemma, any solution is locally of the form

vi � �
a
detp̊g2q e�φεij g̊jkBkψ , (4.3.17)

for some ψ P C8pM2q. That is, we have a modified divergence-free constraint and stream

function for the two-dimensional fluid flow produced by our reduction and this flow may be com-

pressible. Evidently, when φ � 0, we find that v3 is unconstrained by (4.3.16), x3 coordinatises

R, and we obtain, from our reduced flow, the standard situation of an incompressible fluid in

two dimensions, as discussed in Section 3.2.

Next, let X be a vector field on µ�1ptcuq{Gc � T �M2 and consider its horizontal lift X̃ to
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T �M3 using the Levi-Civita connection for the metric (4.3.6),

X̃ :� X �X  dxiΓ̊i33q3
B
Bq3 � X �X  dφ q3

B
Bq3 . (4.3.18)

Noting that X̃ ∇̊q3 � 0 andϖ2^pα2�ĥ� volM2q � 0, we obtain from (4.3.9) that α3^pX̃ α3q �
�2ϖ2 ^X  pα2 � ĥ� volM2q ^ ∇̊q3 ^ dx3. Consequently, the endomorphism (4.2.14) becomes

Ĵ3X̃ � 1b
|f̂2 � ĥ�|

ε2  
�
ϖ2 ^X  

�
α2 � ĥ� volM2

��
, (4.3.19)

where ε2 is the dual to the Liouville volume form on T �M2. Hence, we obtain an endomorphism

on µ�1ptcuq{Gc, which we denote by Ĵ2, that is of the form (4.1.7) for the Monge–Ampère struc-

ture
�
ϖ2, α2 � ĥ� volM2

�
.6 This makes clear the relationship between the Hitchin almost (para-

)complex structure (4.2.14) and the almost (para-)complex structure (4.1.6) for two-dimensional,

incompressible fluid flows; indeed, when φ � 0, then ĥ� � 0, we recover the Monge–Ampère

structure pϖ2, α2q on T �M2, and (4.3.19) is precisely (4.1.6). Note that α2� ĥ� volM2 is simply

α2 with f̂2 replaced by f̂2� ĥ�. Furthermore, whilst ϖ2 is closed, α2� ĥ� volM2 is not closed in

general.

Mirroring (4.1.8) we set

K̂2 :� sgnpf̂2 � ĥ�q
b
|f̂2 � ĥ�| ∇̊qi ^ dxi . (4.3.20)

Then, as before, K̂2pĴ2X,Y q � �K̂2pX, Ĵ2Y q for all vector fields X and Y on µ�1ptcuq{Gc, so

ĝ2pX,Y q :� K̂2pX, Ĵ2Y q is a Lychagin–Rubtsov metric on µ�1ptcuq{Gc. Explicitly,

ĝ2 � 1
2pf̂2 � ĥ�q̊gijdxi d dxj � 1

2 g̊
ij∇̊qi d ∇̊qj . (4.3.21)

The pull-back of the metric (4.3.21) along

ι : xi 7Ñ pxi, qiq :� �
xi,�

a
detp̊g2q e�φεij g̊jkBkψ

�
, (4.3.22)

obtained by combining (4.2.4) and (4.3.17) is therefore

g2 � 1
2

�
∆̊Bψ∇̊iBjψ � Tij

�
e�2φdxi d dxj , (4.3.23a)

6Here, ĥ� is understood as a function of x1, x2, q1, and q2 only, since on µ�1ptcuq{Gc, q3 � v3px
1, x2q.



68 4.3 Reduction of Three-Dimensional Flows with Symmetry

with

Tij :� g̊ij
 
∇̊lφ Blψ

�
∇̊kφ Bkψ � ∆̊Bψ

�� �
∇̊kφ Bkφ

��
∇̊lψ Blψ

�
� ∇̊kφ

�
∇̊lψ ∇̊kBlψ � v3

�Bkv3 � v3Bkφ��(
� Biφ Bjφ

�
∇̊kψ Bkψ

�� ∇̊kψ
�Biφ ∇̊jBkψ � Bjφ ∇̊iBkψ

�
.

(4.3.23b)

Evidently, when φ � 0 then Tij � 0 and we recover the metric (3.2.8). It should be noted,

however, that when φ � 0, the correspondence between the signature of g2 and the sign of the

pull-back of pf̂2� ĥ�q via (4.3.22) is no longer a direct assignment, as we shall see in Section 4.4.

This observation echoes the discussion following (4.2.12) for incompressible flows in dimension

higher than two.

4.3.3 k-Plectic Reduction

We saw in Section 4.2 that multisymplectic geometry is an appropriate language with which to

formulate higher dimensional flows. It can therefore be reasonably assumed that a multisym-

plectic generalisation of Theorem 4.3.3 would be an appropriate tool when considering symmetry

reductions. Fortunately for us, [34] have recently produced such a generalisation:

Theorem 4.3.4 (Blacker–Marsden–Weinstein Reduction Process)

Let pN,ϖq be a k-plectic manifold and G be a Lie group whose action on pN,ϖq is Hamiltonian.

Let µ : N Ñ �k�1 T �N b g� be the moment map for this action, with g the Lie algebra of G.

Furthermore, let c P Ωk�1pN, g�q be closed and define

µ�1ptcuq :� tx P N |µpxq � cxu,
Gc :�  

g P G �� g�1
� X1

 . . . g�1
� Xk�1

 Ad�gcg�1x � X1
 . . . Xk�1

 cx
for all x P N and for all X1, . . . , Xk�1 P TxN

(
.

(4.3.24)

Suppose that µ�1ptcuq is a submanifold of N with (smooth) embedding i : µ�1ptcuq ãÑ N and that

Gc acts freely and properly on µ�1ptcuq. Set Nc :� µ�1ptcuq{Gc, again with natural projection

p : µ�1ptcuq Ñ Nc and consider,
µ�1ptcuq N

Nc

i

p (4.3.25)

Then, there exists a unique, closed differential form ϖc P Ωk�1pNcq on Nc such that p�ϖc � i�ϖ.

Evidently, for k � 1 this result reduces to Theorem 4.3.3. It is important to stress that for

k ¡ 1, the differential form ϖc P Ωk�1pMcq might be degenerate.
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Again, let M3 be a three-dimensional manifold equipped with the metric (4.3.6). Recall

from (4.3.10) that Bx3 is a 2-plectic vector field for α3 and a Hamiltonian vector field for ϖ3.

Additionally, given a one-dimensional, connected Lie group G whose action on T �M3 is gener-

ated by Bx3 , said action is Hamiltonian with respect to ϖ3. Consequently, we can consider a

dimensional reduction of pT �M3, ϖ3q under the action of G, following Theorem 4.3.4.

In (4.3.11), we demonstrated that Bx3  ϖ3 is exact, hence we can define the moment map

on T �M3 with respect to ϖ3 by

µpx, qq � �g̊2eφqidxi . (4.3.26)

For ψ P C8pM2q, the submanifold µ�1pt�dψuq is non-empty and given by

µ�1pt�dψuq �
!
px, qq

��� qi � �adetp̊g2q e�φεij g̊jkBkψ
)
. (4.3.27)

Furthermore, there is a natural embedding of µ�1pt�dψuq{G�dψ into µ�1pt�dψuq and hence into

T �M3, which is given by pxi, x3, qi, q3q �
�
xi, C,�

a
detp̊g2q e�φεij g̊jkBkψ, q3

�
for any constant

C. The geometric flow generated by our Hamiltonian again corresponds to varying C and

generates a foliation of µ�1pt�dψuq with leaves given by µ�1pt�dψuq{G�dψ. Consequently,

µ�1pt�dψuq{G�dψ can be given local coordinates pxi, q3q. Furthermore, there exists a closed

differential form (in fact a volume form) ϖ�dψ :� e�φvolM2 ^ dq3 on µ�1pt�dψuq{G�dψ, which

satisfies p�ϖ�dψ � i�ϖ3 by Theorem 4.3.4. Returning to (4.3.10), while the pull-back of ϖ1
2 to

µ�1pt�dψuq{G�dψ vanishes identically, the equation p�α�dψ � i�α12 is satisfied by the two-form

α�dψ :� eφ
�
det

�
∇̊iqj

	
��

f̂2� ĥ�
�����

qi��
?

detp̊g2q e�φεij g̊jkBkψ
volM2�e�φq3dq3^�g̊2dφ (4.3.28)

on µ�1pt�dψuq{G�dψ, where ĥ� is as defined in (4.3.9b). Finally, requiring that the pull-back

of α�dψ along

ι : xi 7Ñ pxi, q3q :� pxi, v3pxiqq , (4.3.29)

vanishes, the second equation of (4.3.16), with vi given by vi � �
a
detp̊g2q e�φεij g̊jkBkψ, is ob-

tained, trivially satisfying the first equation from (4.3.16), as discussed around (4.3.17). Observe

that, in contrast to the symplectic reduction where Poincaré’s lemma is required, the 2-plectic

reduction of the Monge–Ampère structure directly yields a two-dimensional flow (which may not

be incompressible) in terms of a stream function ψ, with the trade off that the metric (4.3.21)

is not obtained. As a result, the k-plectic reduction is a more elegant, compact tool, should a

description of the reduced kinematics be all that is required.
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Remark 4.3.5 (Non-zero γ)

The reductions presented in this section assume a one-dimensional symmetry of the underlying

manifold M3, generated by Bx3 and characterised by complete x3 independence of the velocity

components and pressure. This corresponds to the class of fluid flows (4.3.1) with γ � 0 and

W � W px1, x2, tq. However, it should be clear that the above approach may also be applied to

more general cases where the symmetry lies in ΓpTT �M3q, in order to obtain the full class of

flows (4.3.1), which are characterised by linear dependence of v3 on x3. Indeed, it has already been

shown in [19] that the infinitesimal generator Bx3�γptqBq3 yields a flow with W � 0 and γ � γptq
via symplectic reduction, namely Burgers’ vortex. In this sense, the reduction of the Monge–

Ampère structure (4.2.1) in three dimensions can be considered a geometric description of the

Lundgren transformation [91], which reduces certain three-dimensional, incompressible fluid flows

on Euclidean background with symmetry to equivalent flows in two dimensions. Furthermore,

by encoding this in a geometric framework, we have extended the Lundgren transformation to

fluid flows on Riemannian background.

△

4.4 Incompressible Fluids in Euclidean Space — Examples

Let us now discuss some examples of incompressible fluid dynamical flows on three-dimensional

Euclidean space, focusing on the reduction process outlined in Section 4.3. We provide an

example for each of the connected, one-dimensional Lie groups whose actions can be generated

by the vector field Bx3 , namely R and S1.

4.4.1 Arnold–Beltrami–Childress Flows (R Symmetry)

Let us consider flows on M3 :� R3 equipped with the standard Euclidean metric

g̊3 :� g̊2 � dz b dz with g̊2 :� dxb dx� dy b dy , (4.4.1)

which corresponds to (4.3.6) when φ � 0. Note that ĥ� � 0. In this case, the infinitesimal

generator Bx3 � Bz corresponds to the choice of Lie group G � R acting by translation in z.

Our symplectic reduction yields an incompressible fluid flow in two dimensions, on an Euclidean

background. In summary, the equations (4.3.10) reduce to ϖ̃2 � ϖ2, and α̃2 � α2, with the

divergence-free constraint and the pressure equation (4.3.16) respectively given by

Bxvx � Byvy � 0 (4.4.2a)
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and

∆p � 2
�BxvxByvy � BxvyByvx� with ∆ :� B2x � B2y , (4.4.2b)

where vx and vy are functions of x and y only.

(a) Plot of the streamlines for ψ. The locus
ψ � 0 defines a shear layer between two
homoclinic orbits, corresponding to vanish-
ing vorticity ζ :� ∆ψ � �ψ.

(b) Contour plot for f̂2. The domain is
partitioned into squares of side length π,
across which the sign of ∆p alternates.

Figure 4.4.1: Plots of the iso-lines of the stream function (4.4.6) and reduced Laplacian of
pressure (4.4.8) for an integrable Arnol’d–Beltrami–Childress flow with parameters A � 1.5

and B � 1.

Additionally, performing the 2-plectic reduction from Section 4.3.3 to obtain velocity com-

ponents vx and vy satisfying (4.4.2a), in terms of a stream function in two dimensions, yields the

same result as applying the Poincaré lemma to (4.4.2a) itself, that is,

qx :� vx � �Byψ and qy :� vy � Bxψ (4.4.3)

for some stream function ψ � ψpx, yq. The differential form corresponding to (4.3.28) is

α�dψ � �B2xψ B2yψ � pBxByψq2 � 1
2∆p

�
dx^ dy , (4.4.4)

which is unchanged when pulled back along px, yq 7Ñ px, y, qzq :� px, y, vzpx, yq. Imposing that

said pull-back vanishes is therefore equivalent to the Monge–Ampère equation

1
2∆p � B2xψ B2yψ � pBxByψq2 , (4.4.5)

which is, in turn, precisely (4.4.2b) with vx and vy evaluated as per (4.4.3). Hence, upon making

the free choice of a pair of z-independent functions ψ and vz, an incompressible fluid flow in R3
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that reduces to an incompressible flow on the px, yq-plane is recovered.

(a) Contour plot for the curvature scalar
R̂2. Both R̂2 and f̂2 have the same signs
and R̂2 blows up as f̂2 tends to zero.

(b) Contour plot for the curvature scalar
R2. Note that curvature singularities occur
when f̂2 � 0.

Figure 4.4.2: Contour plots of the curvatures (4.4.9) (left) and (4.4.11) (right) respectively,
for the Arnol’d–Beltrami–Childress flow with parameters A � 1.5 and B � 1. The ellipse
highlighted on the left is the domain bounded by the closed streamline ψ � �27

16 , which is
contained in a region on which the metrics ĝ2 and g are Riemannian, and f̂2 ¡ 0.

Making the choice

vzpx, yq � ψpx, yq :� A cospyq �B sinpxq (4.4.6)

for A,B P R some constants (see Figure 4.4.1a) and computing (4.4.3), we recover the velocity

field for the integrable case of Arnol’d–Beltrami–Childress flow [92],

pvx, vy, vzq � p 9x, 9y, 9zq � �
A sinpyq, B cospxq, A cospyq �B sinpxq� . (4.4.7)

Next, following [92], we take the quotient of vx and vy to deduce that this system integrates

to vz � A cospyq �B sinpxq � const. Furthermore, (4.4.5) becomes

f̂2 � 1
2∆p � AB sinpxq cospyq , (4.4.8)

as displayed in Figure 4.4.1b.

Since ĥ� � 0 and M2 � R
2, it follows that the metric (4.3.21) on the reduced phase

space µ�1ptcuq{Gc � T �R2 is precisely (3.3.2). Hence, we may follow exactly the treatment

from Section 3.3 to obtain the curvature scalar R̂2 for the metric (4.3.21). In particular, (3.3.3)
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yields:

R̂2 � sin2pxq � cos2pyq
AB sin3pxq cos3pyq , (4.4.9)

and as in previous examples, when f̂2 » 0 the metric ĝ2 is Riemannian/Kleinian and the asso-

ciated curvature is positive/negative. Again, when f̂2 � 0, both the metric and the curvature

scalar are singular.

In turn, the pull-back metric (4.3.23), with vx and vy as given in (4.4.7), is

g2 � rA cospyq �B sinpxqs
�
�B sinpxq 0

0 A cospyq

�

, (4.4.10)

with vorticity is ζ � �A cospyq �B sinpxq. This metric is again degenerate when f̂2 � 0. There

is a further degeneracy when A cospyq � B sinpxq � 0, precisely along the shear layer featuring

in the streamlines of Figure 4.4.1a, which corresponds to the vorticity (3.2.9) vanishing. The

curvature scalar R2 associated with (4.4.10) is

R2 �
B sinpxq� sin2pxq � 3 cos2pyq��A cospyq� cos2pyq � 3 sin2pxq�

2 sin2pxq cos2pyqrB sinpxq �A cospyqs3 . (4.4.11)

Observe that the lines x � nπ and y � �
n � 1

2

�
π for all n P Z, along which f2 � 0, are

singularities of both the metric g and its curvature R, as was the case for the metric (4.3.21).

Additionally, the presence of A cospyq � B sinpxq in the denominator illustrates that the shear

layer is a curvature singularity, see Figure 4.4.2b. This curvature singularity arises due to the

vanishing vorticity and is otherwise unseen by the Q-criterion discussed in Section 3.1.1. The

shear layer is a separatrix between topologically distinct flows.

Furthermore, the metric g2 is globally degenerate when A � 0 or B � 0 independently, in

addition to when both A and B vanish (in which case both the vorticity and the Hessian part

of the metric vanish). Whilst the latter choice corresponds to ψ � 0, where there is no flow, the

former two choices correspond to cases where the flow is trivial due to an additional symmetry:

let B � 0 (resp. A � 0) such that the stream function (4.4.6) depends only on y (resp. x).

The streamlines are then simply y � const. (resp. x � const.) and after our (multi-)symplectic

reduction along the z-axis, we have a one-dimensional flow in the px, yq-plane. Compare this to

the behaviour we saw in Section 3.3.2 when global degeneracy occurred.
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(a) Contour plot for the eigenvalue E�,
which vanishes both along the shear layer
and along x � π.

(b) Contour plot for the eigenvalue E�. In
addition to the shear layer, E� also van-
ishes along y � π

2 and y � 3π
2 .

Figure 4.4.3: Plots of the eigenvalues of the pull-back metric (4.4.10) with g2 � diagpE�, E�q
of the Arnol’d–Beltrami–Childress flow with parameters A � 1.5 and B � 1. The signs of
both eigenvalues change across the shear layer, where the vorticity prefactor changes sign,
hence the signature of the metric is unchanged across this singularity.

4.4.2 Hicks–Moffatt Vortex (S1 Symmetry)

Let us now consider flows on M :� pR� �Rq �r2 S1, equipped with the metric

g̊3 :� g̊2 � r2dθ b dθ with g̊2 :� dr b dr � dz b dz , (4.4.12)

where r P R�, z P R, and θ P r0, 2πq, that is, standard cylindrical coordinates. Then,

φ � logprq and ĥ� � 1
2rBrp , (4.4.13)

with p � ppr, zq in (4.3.10). In this case, the infinitesimal generator Bx3 � Bθ corresponds to the

choice of Lie group G � S1, acting by translation in θ modulo 2π. That is, we consider the case

of rotational symmetry.

Hence, the equations (4.3.16) become

ϖ̃2 � r
�
ϖ2 � 1

r qr dr ^ dz
�
,

α̃2 � r
 
α2 �

�
1
2rBrp� 1

r2

�
1
r2
q2θ � 1

r qθBrqθ
��

dr ^ dz � 1
r qrϖ2

(
.

(4.4.14)

Furthermore, the requirements that the pull-backs of ϖ̃2 and α̃2 under (4.1.2) vanish become

1
rBrprvrq � Bzvz � 0 , (4.4.15a)
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and
1
rBrprBrpq � B2zp � 2

�BrvrBzvz � BrvzBzvr � 1
r2
v2r � 1

r4

�
v2θ � r

2Brv2θ
��
, (4.4.15b)

which are the equations (4.3.16) for the metric (4.4.12), with vθ � vθpr, zq arbitrary.

Turning to the 2-plectic reduction from Section 4.3.3, the moment map (4.3.26) is given by

µpx, qq � rqrdz � rqzdr . (4.4.16)

It then follows that, locally on µ�1pt�dψuq{G�dψ, we have

qr :� vr � �1
rBzψ and qz :� vz � 1

rBrψ , (4.4.17)

which can be interpreted as expressions for the velocity components in the r and z directions, in

terms of a stream function ψ � ψpr, zq in two dimensions. Consequently, these solve the adapted

divergence-free constraint (4.4.15a). In fact, imposing that the pull-back of the closed differential

form (4.3.28) along pr, zq 7Ñ pr, z, qθq :� pr, z, vθpr, zqq vanishes, we find

1
2

�
1
rBrprBrpq � B2zp

� � 1
r2

�B2rψB2zψ � pBrBzψq2�� 1
r4
pBzψq2

� 1
r3

�BzψBrBzψ � BrψB2zψ�� 1
r4

�
v2θ � r

2Brv2θ
�
,

(4.4.18)

which is precisely (4.4.15) with vr and vz given in terms of ψ, as in (4.4.17). Again, we are free

to choose ψ and vθ, provided they satisfy (4.4.18). Furthermore, (4.4.15a) is trivially satisfied

for any such choices, given (4.4.17).

Consequently, appropriate choices of vθ and ψ allow us to study another important class

of examples — Hicks–Moffatt vortices — a family of spherical vortices with swirl parameter κ,

studied by [93] and rediscovered by [30]. For an in-depth review of such vortices, we direct the

interested reader to [94] (see also [95] in the context of magneto-hydrodynamics). We obtain

these examples by first considering a unit sphere in R3 and setting σpr, zq :� ?r2 � z2. Recall

from (4.4.12) that we are working in cylindrical polar coordinates. We normalise the scale of the

sphere for convenience and call the sets of points with σ2 » 1 the exterior/interior of the vortex,

respectively. Next, fix the angular velocity to be

vθ,κpr, zq � κψ

r
, (4.4.19)

on the whole domain. The swirl parameter κ scales the angular velocity and flows without swirl

pκ � 0q therefore have vanishing angular component to their velocity field.

We fix the stream function on the interior and exterior of the sphere separately, under the
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condition that they coincide on the boundary given by σ2 � 1. In particular, on the interior we

set

ψint,κpr, zq :� 3

2
r2

�
bpκq � cpκq

J 3
2
pκσq

pκσq 32

�
, (4.4.20a)

with

bpκq :�
J 3

2
pκq

κJ 5
2
pκq and cpκq :�

?
κ

J 5
2
pκq , (4.4.20b)

where Jnpxq is the n-th order Bessel function with argument x. On the exterior of the sphere,

we choose the stream function independently of the swirl parameter; for example, we choose

ψextpr, zq :� 1

2
r2

�
1� 1

σ3



, (4.4.21)

so that far from the sphere, the (non-angular) velocity is uniform, with unit speed directed along

the z-axis. The flow has non-zero velocity in the θ direction when κ � 0. It is important to

note here, in the context of Section 4.2.2, that it is possible for a Hicks–Moffatt vortex to have

vanishing helicity but non-vanishing vorticity when κ � 0.

Let us focus on this limiting case, which is referred to as Hill’s spherical vortex [96]. The

θ-component of velocity (4.4.19) vanishes in this case, while the stream function for the exterior

solution (4.4.21) remains unchanged. Henceforth, we focus our attention on the interior solution,

whose stream function (4.4.20) is given by

ψint,0pr, zq :� 3
4r

2
�
r2 � z2 � 1

�
, (4.4.22)

see Figure 4.4.4a. Upon applying (4.4.15a), we obtain the velocity components

vr � �3
2rz and vz � 3

2

�
2r2 � z2 � 1

�
, (4.4.23)

It then follows from (4.4.18) that the Laplacian of pressure7 is given by

f̂2 � ĥ� � 1
2

�B2rp� B2zp� 1
rBrp

� � 9
4

�
4r2 � 3z2

�
, (4.4.24)

see Figure 4.4.4b.

The metric (4.3.21) takes the form

ĝ2 �
�
pf̂2 � ĥ�q12 0

0 12

�
. (4.4.25)

7Note here that f̂2� ĥ� has no dependence on qi, qθ, or θ, hence is unchanged when pulled back along (4.1.2).
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(a) Contours for ψint,0 (4.4.22). The con-
tours are closed and concentric, forming
toroidal vortex tubes when rotated around
the z axis to form our three-dimensional
flow.

(b) f̂2 � ĥ� on the interior of the unit
sphere, with stream function (4.4.22). The
function vanishes along 4r2 � 3z2, is posit-
ive between these curves and negative out-
side of them.

Figure 4.4.4: Plots of the iso-lines of the stream function (4.4.22) and the function (4.4.24)
respectively, for the interior of Hill’s spherical vortex.

and R̂2 is given by (3.3.3), with f replaced by f̂2 � ĥ�. Namely

R̂2 �
56
�
4r2 � 3z2

�
9
�
4r2 � 3z2

�3 , (4.4.26)

which is plotted in Figure 4.4.5a. When 4r2 ¡ 3z2, then f̂2� ĥ� ¡ 0, the metric is Riemannian,

and the Ricci curvature scalar is positive. Similarly, the metric is Kleinian and the curvature

scalar negative when f̂2 � ĥ�   0 and 4r2   3z2. Furthermore, the metric is singular when

4r2 � 3z2, that is, when f̂2 � ĥ� � 0, and it is clear that this singularity is also one for the

curvature.

The pull-back metric (4.3.23) becomes

g2 � 9

4

�
20r2 � 2z2 9rz

9rz 5r2 � z2

�
. (4.4.27)

Its eigenvalues, displayed in Figure 4.4.6, are given by

E� � 9
8

�
25r2 � z2 � 3σ

a
p25r2 � z2q

	
. (4.4.28)
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(a) A plot of R̂2 for the stream func-
tion (4.4.22). The curvature decreases in
magnitude towards the boundary of the
sphere and is singular along 4r2 � 3z2.

(b) A plot of R2 for the stream func-
tion (4.4.22). This is singular along 100r4�

71r2z2 � 2z4 � 0 where E� � 0 and hence
where the metric g2 is degenerate.

Figure 4.4.5: Contour plots of the curvatures (4.4.26) (left) and (4.4.29) (right) respectively,
for the interior of Hill’s spherical vortex. Note that the curvature singularities in these two
plots do not coincide, in contrast to earlier examples.

Furthermore, the curvature scalar R2 associated with (4.4.27) is

R2 �
28
�
50r4 � z4�

9
�
100r4 � 71r2z2 � 2z4

�2 , (4.4.29)

see Figure 4.4.5b. Both the curvature R2 and eigenvalue E� are non-negative, with E� vanishing

only at the origin. Additionally, R2 is singular precisely when E� vanishes, that is, where the

pull-back metric (4.4.27) is singular. However, this does not coincide with when f̂2 � ĥ� � 0.

In particular, the region on which f̂2 � ĥ� ¡ 0 falls within the region where g2 is Riemannian.

Hence, upon noting that (4.3.9) implies f̂3 � f̂2� ĥ�, it follows from (3.1.17) that dominance of

vorticity over strain implies the pull-back metric is Riemannian, but not vice-versa. Similarly, the

pull-back metric being Kleinian implies that strain dominates, however strain may still dominate

on Riemannian regions of the solution.

4.5 Chapter Summary

In this chapter, we have demonstrated how the Monge–Ampère geometric formulation of the

Poisson equation for the pressure of a two-dimensional incompressible fluid flow can be exten-

ded to fluid flows in (arbitrary) higher dimension. We began in Section 4.1 by illustrating that

taking a non-canonical choice of symplectic form (4.1.1) in our Monge–Ampère structure, while

leaving the Monge–Ampère form unchanged, allows us to encode both the divergence-free con-
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(a) A contour plot for the eigenvalue E�.
This eigenvalue is always positive and in-
creases in magnitude with z. Hence, the
signature of g2 is determined by E�.

(b) A contour plot for the eigenvalue E�.
This eigenvalue vanishes along 100r4 �

71r2z2� 2z4 � 0, is positive between these
lines and negative outside of them.

Figure 4.4.6: Plots of the eigenvalues (4.4.28) of the pull-back metric (4.4.27) for the interior
solution of Hill’s spherical vortex.

straint (3.1.13b) and the Poisson equation for the pressure (3.1.13c).

Subsequently, in Section 4.2, we observed that the differential forms pϖ,αq from our mod-

ified Monge–Ampère structure generalise to a pair of pm� 1q-plectic forms on T �M when M is

m-dimensional and that this pair of forms also yields (3.1.13b) and (3.1.13c) in the general case.

As in Section 3.2, we were then able to construct a Lychagin–Rubtsov metric (4.2.7) on T �M

whose signature is determined by the quantity f̂ � 1
2p∆̊Bp�qiqjR̊ijq, though not by its sign alone

in general. The block form of this metric is independent of m and the pull-back of the metric

along (4.2.4) can be given solely in terms of the underlying metric g̊ on M and the velocity gradi-

ent tensor Aij of the fluid flow. In this sense, the geometry we construct is determined by the

gradients of vorticity and strain of the fluid and the signatures of the Lychagin–Rubtsov metric

and its pull-back can be seen as a generalisation of the Q-criterion for a vortex. Specialising to

the three-dimensional case, in Section 4.2.1, we show that this metric is a conformal scaling of the

classical Lychagin–Rubtsov metric (2.2.16) for α, while in Section 4.2.2, we demonstrated how

topological quantities can be inferred from our geometric framework, as in the two-dimensional

case.

Finally, in Section 4.3, we considered a large subclass of the so-called ‘two-and-a-half-

dimensional flows’ (4.3.1), with symmetry generated by Bx3 . Such flows were shown to admit

dimensional reduction via connected, one-dimensional Lie groups, using both the symplectic

and 2-plectic Marsden–Weinstein processes, resulting in a two-dimensional Navier–Stokes flow,

which need not be incompressible. This reduction is in the same spirit as the Lundgren trans-
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formation and extends the results of [19, Section 5] beyond Burgers’ vortex. Furthermore, the

equations (4.3.16) for the reduced flow can be encoded by a Monge–Ampère structure (4.3.10)

and can hence be studied in the same manner as the incompressible two-dimensional flows of Sec-

tion 3.2, in that they admit a corresponding Lychagin–Rubtsov metric (4.3.21) whose signature

is associated with the gradients of vorticity and strain. We closed the chapter in Section 4.4 by

presenting a pair of examples, namely the Arnold–Beltrami–Childress flow, which has symmetry

corresponding to G � R, and the Hicks–Moffatt vortex, which has symmetry corresponding to

G � S1.

In the conclusion to this part of the thesis, we shall discuss ongoing work to develop a

theory of higher Monge–Ampère structures, which include the structure (4.2.1) arising from

incompressible fluid flows in dimension greater than two. We take particular interest in their

classification, providing necessary conditions for the identity (4.2.13) to define an endomorphism,

before making first steps towards a Lychagin–Rubtsov type theorem in the three dimensional

case.
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5
In this part of the thesis, we have established a Monge–Ampère geometric framework for

studying incompressible fluid dynamical flows, inspired by techniques from multisymplectic geo-

metry, with the differential forms (4.2.1) taking the place of the Navier–Stokes equations (3.1.9)

and submanifolds (4.2.4) being considered in lieu of solutions. This approach provides a unified

description of incompressible fluids on Riemannian manifolds of arbitrary dimension m P Nzt1u.
Consequently, our framework is not only capable of recovering known results, such as the Weiss

criterion on a two-dimensional Euclidean background, see Section 3.1.1, but also extending these

results to curved backgrounds and higher dimensions by means of the signature of the Lychagin–

Rubtsov metric and type of the endomorphism J , as detailed in Table 3.4.1. Furthermore, we

highlighted how topological information about vortices might be obtained from our geometry, us-

ing the Gauß–Bonnet theorem in Section 3.2.1 and helicity in Section 4.2.2, for example. Finally,

in Section 4.3.1, we illustrated the application of the symplectic and 2-plectic reduction principles

to incompressible fluid flows in three dimensions admitting a one-dimensional Lie symmetry, in

order to obtain a two-dimensional fluid flow, which need not be incompressible. Such a reduction

might shed light on the relationship between vortices in two and three dimensions, since their

distinct qualitative behaviour, as described in Section 3.1.1, is hitherto poorly understood.

In the remainder of this chapter, we provide a brief overview of a preprint-in-progress,

written by the author in collaboration with I. Roulstone, V. Rubtsov, and M. Wolf, which aims

to develop a wider range of geometric tools for studying partial differential equations, such as

those arising from our “higher Monge–Ampère structures.” We pay particular attention to the

classification of said structures in what follows.

81
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Let M be an m-dimensional Riemannian manifold with local coordinates txiumi�1 and let

T �M be its cotangent bundle, equipped with coordinates txi, qiumi�1 as in earlier sections. Pulling

back an arbitrary differential m-form

β �
m̧

k�0

βpx, qqi1,���ik jk�1,���jmdqi1 ^ � � � ^ dqik ^ dxjk�1 ^ � � � ^ dxjm (5.0.1)

on T �M along ι : xi 7Ñ pxi, qiq � pxi, vipxqq, as in (4.2.4), yields the partial differential equation

m̧

k�0

βpx, vpxqqi1,���ik jk�1,���jmpBj1vi1q � � � pBjkvikqεj1���jm � 0 . (5.0.2)

Observe how the sum in (5.0.2) is a C8pMq-linear combination of the minor determinants

of the Jacobian of vpxq, hence when m � 2, pairs of linearly independent differential 2-forms

pϖ,αq are referred to as Jacobi systems of partial differential equations, see [4, Chapter 15.2].

Given a Jacobi system pϖ,αq where both 2-forms are non-degenerate,

α � A ϖ (5.0.3)

defines an endomorphism A on TT �M which is proportional to an almost (para-)complex struc-

ture Jα if and only if α is ϖ-effective.1 Furthermore, we recover the class of Monge–Ampère

equations by fixing one of the forms to be symplectic and applying the Poincaré lemma to obtain

vpxq in terms of the derivatives of some function ψ P C8pMq, as in Section 2.1.3. In fact, any

Jacobi system admitting a non-degenerate conservation law is locally given by a Monge–Ampère

structure [4, Theorem 15.5.1] and we can apply the results of Chapter 2 in this case. We direct

the interested reader to [4, Chapter 15] for more details on Jacobi systems.

Most significantly for us, the Poisson equation for the pressure (3.1.9c) and divergence-free

constraint (3.1.9b) have the form (5.0.2) in arbitrary dimension, so constitute a Jacobi system

in dimension two. It is this fact we exploited in Section 4.1 when constructing our alternative

Monge–Ampère structure. However, in dimensions greater than two, there is no established

theory for studying pairs of the form (5.0.2), which we formally called higher Monge–Ampère

structures in earlier chapters. In particular, the equation (5.0.3) does not always define an

endomorphism when m ¡ 2; in Section 4.2.1 we invoked the Hitchin endomorphism to avoid

this issue, however this approach only takes one of the two differential forms into account and is

therefore not reflective of the whole structure. This raises the following questions for m ¡ 2:

1If Aα is proportional to an almost (para-)complex structure and α is not ϖ-effective, then α � α0 � fϖ for
some ϖ-effective α0 and f P C8pT�Mq. Then α0 � pAα � fI4q  ϖ and by (2.2.14), pAα � fI4q

2 is proportional
to the identity, from which it follows that f � 0 and we have a contradiction.
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(i) When is the endomorphism Aα in (5.0.3) defined for m-forms pϖ,αq?

(ii) When is Aα proportional to an almost (para-)complex structure and what takes the place

of the Pfaffian (Definition 2.2.4) and effectiveness (Definition 2.1.7) in this case?

(iii) Is there an analogue of the Lychagin–Rubtsov theorem (Theorem 2.2.6) for classifying

systems of the form (5.0.2)?

Let us begin addressing these questions by presenting some properties of the identity (5.0.3)

in arbitrary dimensions, before specialising to three dimensions, where more progress can be

made. Our first proposition demonstrates that any endomorphism obtained from the iden-

tity (5.0.3) must be compatible with each of the forms used to define it, where compatibility of

a differential form and endomorphism pair is defined as follows:

Definition 5.0.1 (Compatibility)

Let N be a smooth manifold, ϖ P ΩkpNq a differential k-form on N , and A an endomorphism

on TN . The pair pϖ,Aq are called compatible if

ϖpAX1, X2, � � �Xkq � ϖpX1, AX2, � � �Xkq � � � � � ϖpX1, X2, � � �Xk�1, AXkq , (5.0.4)

for all X1, � � �Xk P TN .

Proposition 5.0.2 (Differential Forms and Compatibility)

Let N be a smooth manifold, ϖ P ΩkpNq a differential k-form on N , and A an endomorphism

on TN . Then pϖ,Aq are compatible if and only if α :� A  ϖ is a differential k-form on TN ,

in which case pα,Aq are also compatible.

Proof. Let ϖ,A, and α be as in the statement. Then we find

αpX1, � � �Xkq � ϖpAX1, X2, � � �Xkq � �ϖpXℓ, X2, � � �Xℓ�1, AX1, Xℓ�1 � � �Xkq
�αpXℓ, X2, � � �Xℓ�1, X1, Xℓ�1, � � �Xkq � �ϖpAXℓ, X2 � � �Xℓ�1, X1, Xℓ�1 � � �Xkq ,

(5.0.5)

for all X1, � � �Xk P TN and each ℓ � 1, 2, � � � k. The left hand sides of the equations (5.0.5) are

equal if and only if α is a (smooth, k-linear) skew-symmetric operator, while the right hand sides

are equal if and only if pϖ,Aq are compatible, as required. Compatibility of pα,Aq then follows

directly from the definition of α.

Consequently, given a compatible k-form and endomorphism pair, we can always define a

second (compatible) differential k-form via (5.0.3). Conversely, while a pair of differential k-

forms need not define an endomorphism via (5.0.3), if they do so, then the endomorphism is
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necessarily compatible with each of the k-forms. This illustrates the two approaches we may

take when presenting results concerning the identity (5.0.3): we either begin with a compatible

differential form and endomorphism pair pϖ,Aq and relate the properties of A to the properties

of the differential form α :� A  ϖ (which we know exists by Proposition 5.0.2), or we begin

with a pair of differential forms pϖ,αq and relate the properties of α to the properties of the

endomorphism A defined via (5.0.3), in the knowledge that such an A might not exist. We

choose to present our results in the former manner, due to its elegance, leaving the latter for the

surrounding contextual discourse.

Our next result provides necessary and sufficient conditions for an endomorphism defined

via (5.0.3) to be an isomorphism, under the assumption that one of the defining differential forms

is non-degenerate.

Proposition 5.0.3 (Non-Degeneracy and Compatibility)

Let N be a smooth manifold, ϖ P ΩkpNq a differential k-form on N , and A an endomorphism

on TN , such that pϖ,Aq are compatible. Assume that ϖ is non-degenerate. Then α :� A  ϖ

is non-degenerate if and only if A is an isomorphism. The analogous result holds if we exchange

the roles of ϖ and α.

Proof. Let pϖ,Aq be a compatible k-form and endomorphism pair and define α � A ϖ. Assume

that ϖ is non-degenerate. Then, by direct computation, we have

X  α � X  A ϖ � ApXq  ϖ . (5.0.6)

Since ϖ is non-degenerate, Definition 2.1.2 implies that the contraction map with ϖ is injective.

Combining this with (5.0.6), we have

X  α � 0ô ApXq  ϖ � 0ô ApXq � 0 , (5.0.7)

from which our result follows.2

Thus far, we have shown a number of properties that an endomorphism A must posses if

it is defined via (5.0.3), with pϖ,αq both non-degenerate differential k-forms. In particular, A

must be an isomorphism which is compatible with both ϖ and α. These necessary conditions

contribute towards answering question (i) above by placing constraints on the A that can exist

for a given pair of differential forms pϖ,αq.

2Recall that a linear map is an isomorphism if and only if it is a monomorphism.
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If we assume that the endomorphism defined via (5.0.3) exists and is an almost (para-

) complex structure, we might ask what the necessary and sufficient conditions are for said

almost (para-)complex structure to be integrable. The first of the following two results appears

in [36, Proposition 2.8] in essentially the same form, with ϖ being referred to as an (almost)

pk � 1q-plectic form on N , cf. Definition 2.1.4.

Proposition 5.0.4 (Closure Necessary for Integrability)

Let N be a smooth manifold, ϖ P ΩkpNq a non-degenerate k-form on N , and J an almost (para-)

complex structure on TN , such that pϖ,Jq are compatible. Then, J is integrable if ϖ and J  ϖ
are both closed.

Proof. Recall from our discussion around (2.2.5) that J is integrable if and only if the Nijenhuis

tensor

NJpX,Y q :� �εrX,Y s � JrX, JY s � JrJX, Y s � rJX, JY s , (5.0.8)

vanishes for all vector fields X,Y P TN , where J2 �: εI and I is the identity on TN . It is

precisely this condition we wish to verify when dϖ � 0 and dpJ  ϖq � 0. Let us begin by

recalling the definition of the Lie bracket and Cartan’s homotopy formula, which are respectively

given by

rX,Y s  ϖ � LXpY  ϖq � Y  LXpϖq and LXpϖq � X  dϖ � dpX  ϖq , (5.0.9)

where LXpϖq is the Lie derivative of ϖ along X. Combining these identities, we find

rX,Y s  ϖ � X  dpY  ϖq � Y  dpX  ϖq � Y  X  dϖ � dpX  Y  ϖq . (5.0.10)

Taking ϖ Ñ J  ϖ in the above, we also obtain

JrX,Y s  ϖ � rX,Y s  pJ  ϖq (5.0.11)

� X  dpJY  ϖq � Y  dpJX  ϖq � Y  X  dpJ  ϖq � dpX  JY  ϖq .

Substituting (5.0.10) and (5.0.11) into (5.0.8) and recalling that J2 � �1 when J is almost

(para-)complex, we find

NJpX,Y q ϖ � εY  X dϖ�JY  JX dϖ�Y  JX dpJ ϖq�JY  X dpJ ϖq . (5.0.12)

Finally, when dϖ � 0 and dpJ  ϖq � 0, we have NJpX,Y q  ϖ � 0 for all X,Y P TN . Since

ϖ is non-degenerate, this can only be true if NJ � 0, that is, if J is integrable.
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Theorem 5.0.5 (Partial Higher Lychagin–Rubtsov Theorem)

Let N be a smooth manifold with dimpNq � 2m, ϖ P ΩmpNq a closed, non-degenerate m-form

on N , and J an almost (para-)complex structure on TN , such that pϖ,Jq are compatible. Then,

J is integrable if and only if J  ϖ is closed.

Proof. By Proposition 5.0.4, J is integrable if J ϖ is closed, so it remains to check the converse.

Let J be a complex structure and define

Ω :� J  ϖ � iϖ , (5.0.13)

where i :� ?�1. Since ϖ and J are both non-degenerate on TN , we know that Ω is non-

degenerate on T 1,0N . Furthermore, as J  Ω � iΩ, it follows from compatibility of pϖ,Jq that

Ω is an pm, 0q-form. Denoting the holomorphic and anti-holomorphic derivatives with respect to

J by B and B̄ respectively, we find BΩ � 0 and

dpJ  ϖq � dΩ � B̄Ω , (5.0.14)

where we use that d � B � B̄ and dϖ � 0. Therefore, J  ϖ is closed if and only if B̄Ω � 0.

Since Ω is a non-degenerate pm, 0q-form on T 1,0N , it defines a smooth global section of the

canonical bundle det
�
T 1,0N

�
, which is consequently trivial as a smooth bundle. This implies that

global sections of det
�
T 1,0N

�
only differ by overall factors which are smooth complex functions

on N . As J is an integrable complex structure, by the Newlander–Nirenberg theorem [47, 48],

there exists charts tUau covering N , local holomorphic complex coordinates pz1a, � � � , zma q on Ua,

and a global section Ω0 of det
�
T 1,0N

�
such that Ω0|Ua � dz1a^� � �^dzma for each a. In particular,

Ω � fΩ0 for some f P C8pM,Cq. Therefore,

dpJ  ϖq � B̄Ω � pB̄fq ^ Ω0 . (5.0.15)

Furthermore, as ϖ is closed and J is integrable, (5.0.12) becomes

NJpX,Y q  ϖ � JX  Y  dpJ  ϖq �X  JY  dpJ  ϖq � 0 . (5.0.16)

Evaluating (5.0.16) on holomorphic vector fields X and Y , which satisfy JpXq � iX and JpY q �
iY , we find

X  Y  �pB̄fq ^ Ω0

� � X  Y  dpJ  ϖq � 0 , (5.0.17)
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however, as B̄f is a p0, 1q-form, X  B̄f � 0 � Y  B̄f , for X and Y holomorphic. Hence,

pB̄fq ^X  Y  Ω0q � 0 . (5.0.18)

As Ω0 is a non-degenerate pm, 0q-form on T 1,0N , it follows that B̄f � 0. Plugging this back

into (5.0.15) implies dpJ  ϖq � 0, as required.

The proof follows similarly in the case where J is para-complex, provided we use the adapted

para-holomorphic coordinates of [50, Section 2.1].

Setting N � T �M for some smooth manifold M of dimension m, such that linearly inde-

pendent pairs of differential forms pϖ,αq can be interpreted as equations of the form (5.0.2),

we see that Theorem 5.0.5 is a generalisation of part of the Lychagin–Rubtsov theorem, as

stated in Theorem 2.2.6, to dimension greater than two. That is, we have a partial answer to

question (iii) from our list above. In particular, Theorem 5.0.5 relates the closure of a higher

Monge–Ampère structure to the integrability of the almost (para-)complex structure J defined

via (5.0.3), if such a structure exists. However, the partial theorem does not relate these condi-

tions to the local (multisymplectomorphic) equivalence of the equations (5.0.2) and their (as yet

unknown) canonical forms, akin to the Laplace and Wave equation in Theorem 2.2.6. In order

to complete the generalisation of Theorem 2.2.6, we first need to fully resolve questions (i) and

(ii), namely when the endomorphism A exists and is (proportional to) an almost (para-)complex

structure — in the two dimensional case, this was given precisely by the effectiveness and yielded

the Pfaffian as the proportionality factor.

Let us specify to the case when N is six-dimensional (so that M is three-dimensional when

N � T �M) and consider pairs of 3-forms pϖ,αq on N . In light of Proposition 5.0.3 and as our

eventual goal is to obtain almost (para-)complex structures, which are isomorphisms, we restrict

ourselves to the case when ϖ and α are both non-degenerate. In [97, Appendix A], Bryant kindly

provides us with the normal forms of the non-degenerate differential 3-forms in six dimensions.3

More precisely, given a non-degenerate 3-form ϖ P Ω3pNq, there exists (locally) a basis teiu6i�1

of T �N such that

η� :� e123 � e456 HPfpη�q   0 ,

η� :� e136 � e426 � e235 � e145 HPfpη�q ¡ 0 ,

η0 :� e135 � e416 � e326 HPfpη0q � 0 ,

(5.0.19)

3Recall that in Definition 2.2.9, we take pJvol
α q2 � �HPf pαqI, so our Hitchin Pfaffian has opposite sign to [97].

It is also worth noting that Banos [98] simplifies these normal forms further under the assumptions that N admits
a symplectic form ω, as it does when N � T�M , and that the 3-forms are ω-effective. Since our 3-forms need not
be ω-effective, we use the more general formulation here.
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where eijk :� ei^ej^ek. Furthermore, η�,0 form disjoint GL pTNq-orbits, which are distinguished

by the sign of the Hitchin Pfaffian of the 3-form, i.e. the sign of the Hitchin Pfaffian is invariant

under changes of basis on TN (hence on T �N). Using these normal forms, we have the following

result:

Proposition 5.0.6 (Normal Forms and Isomorphisms)

Let N be a smooth manifold, pϖ,Aq a compatible non-degenerate differential 3-form and iso-

morphism pair on N , and α :� A ϖ. Assume that A � I. Then α and ϖ cannot be simultan-

eously brought into normal form.

Proof. First, consider the case where ϖ and α have the same normal form. Then, in the basis

teiu6i�1, we have α � A ϖ � ϖ. Since ϖ is non-degenerate, this implies A � I and we have a

contradiction.

Let tEiu6i�1 denote the basis on TN dual to teiu6i�1. Consider the case where ϖ � η� and

α � η0 in normal form and assume that they take this form simultaneously. Then we have

pη0qijk � αpEi, Ej , Ekq � ϖpApEiq, Ej , Ekq � ϖpAidEd, Ej , Ekq � Ai
dpη�qdjk , (5.0.20)

which implies that

�1 � pη0q236 � A2
dpη�qd36 � A2

1 � A2
dpη�qd45 � pη0q245 � 0 , (5.0.21)

which is a contradiction. Hence, α does not have the form η0 or η� when ϖ has the form η�.

Next we check the case where ϖ � η� and α � η� when simultaneously in normal form.

As above, we find

pη�qijk � αpEi, Ej , Ekq � ϖpAidEd, Ej , Ekq � Ai
dpη�qdjk , (5.0.22)

which implies that

1 � pη�q312 � A3
dpη�qd12 � 0 , (5.0.23)

and again we have a contradiction. Consequently, if ϖ has normal form η�, then ϖ and α cannot

be be brought into their normal forms simultaneously (unless A � I).

As A is an isomorphism, we can write ϖ � A�1  α and α is a non-degenerate 3-form.

Consequently, the above cases hold with the normal forms of ϖ and α swapped. Hence, it

remains to show the case where ϖ � η� and α � η0 when simultaneously in normal form. As
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above, we find

pη0qijk � αpEi, Ej , Ekq � ϖpAidEd, Ej , Ekq � Ai
dpη�qdjk , (5.0.24)

which implies that

1 � pη0q135 � A1
dpη�qd35 � 0 , (5.0.25)

and we have a contradiction for a third and final time.

Consequently, if a pair of non-degenerate differential 3-forms pϖ,αq, such that ϖ � α, can

be brought into normal form simultaneously, then those forms do not define an isomorphism

(or in fact an endomorphism, by Proposition 5.0.3). In particular, this includes the differential

forms (4.2.1) describing our incompressible fluid flows in three dimensions, which is precisely why

we used the Hitchin endomorphism of α directly in Section 4.2.1. Indeed, ϖ has normal form

η0, while the choice of normal form for α depends on the sign of f̂ � HPfpαq, and pϖ,αq can be

brought into their normal forms simultaneously. For example, when f̂ ¡ 0 and N � T �R3, we

can take
e1 � �f̂� 1

3 dx1 , e2 � f̂�
5
6 dq1 , e3 � �f̂ 2

3 dx2 ,

e4 � f̂
1
6 dq2 , e5 � �f̂ 1

6 dq3 , e6 � �f̂ 2
3 dx3 ,

(5.0.26)

with analogous choices when N � T �M for some smooth Riemannian manifold M or when

f̂   0. We previously discarded the case when f̂ � 0, since the almost (para-)complex structure

given by the Hitchen endomorphism of α became degenerate, however this should be considered

more closely in future work, since both ϖ and α have the same normal form when f̂ � 0.

Returning to the general setting of pairs of non-degenerate 3-forms pϖ,αq on a six-

dimensional manifold N , we can take the idea of Proposition 5.0.6 a bit further and consider

what happens ϖ and α have different normal forms, but cannot necessarily be brought into these

forms simultaneously.

Proposition 5.0.7 (Normal Forms and Almost (Para-)Complex Structures)

Let N be a smooth manifold, pϖ,Aq a compatible non-degenerate differential 3-form and iso-

morphism pair on N , and α :� A ϖ. Assume that A is proportional to an almost (para-)complex

structure, i.e. A2 � κI for some κ P C8pNq with κ � 0. Then α has the same normal form as

ϖ.

Proof. As the normal form of a 3-form in six dimensions is distinguished by the sign of the

Hitchin Pfaffian of said form, we must check that sgnpHPfpαqq � sgnpHPfpϖqq. We begin by
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noting that

α � J  ϖ � ϖpA � , � , �q � 1

κ
ϖpA3 � , � , �q � 1

κ
ϖpA � , A � , A � q , (5.0.27)

where in the last step we use the compatibility of ϖ and A. Recall from Definition 2.2.9 that

the Hitchin Pfaffian scales as HPfp 1καq � 1
κ4
HPfpαq, so from the above we obtain

HPfpαq � 1

κ4
HPfpϖpA � , A � , A � qq . (5.0.28)

As A is an isomorphism on TN , κ4 ¡ 0, and the sign of the Hitchin Pfaffian is GL pTNq-invariant,

it then follows that

sgnpHPfpαqq � sgnpHPfpϖqq , (5.0.29)

so ϖ and α have the same normal form, as required.

Consequently, if a pair of differential 3-forms on a six-dimensional manifold have different

normal forms (5.0.19), they cannot define an endomorphism which is proportional to an almost

(para-)complex structure via (5.0.3). Furthermore, it is shown in [36, Proposition 2.7] that every

almost (para-)complex structure on N , and therefore every endomorphism proportional to an al-

most (para-)complex structure on N , admits a pair of compatible non-degenerate 3-forms pϖ,αq,
which satisfy α � A  ϖ4 and we now know that the 3-forms in this pair must have the same

normal form. However, the converse problem of finding sufficient conditions for pairs of differ-

ential forms pϖ,αq to define an almost (para-)complex structure is still open. Similarly worth

investigating is whether or not we may obtain all almost (para-)complex structures from (5.0.3)

when restricting to just the class of differential forms corresponding to a given normal form and

whether complex structure deformations respect these classes.

In summary, we have presented first steps towards answering the questions proposed at

the start of this outlook, by providing a series of necessary conditions on pairs of differential

3-forms pϖ,αq in six dimensions (and more generally differential m-forms in 2m-dimensions)

for the endomorphism A in (5.0.3) to possess certain desirable properties, if said endomorphism

exists. These properties include compatibility, non-degeneracy, being an almost (para-)complex

structure, and being integrable. These results rule out a large number of pairs of differential forms

from defining almost (para-)complex structures (and indeed endomorphisms) via (5.0.3) and

allowed us to derive a partial generalisation of the Lychagin–Rubtsov theorem in Theorem 5.0.5.

4In fact, they show that there exists a pair of compatible non-degenerate m-forms pϖ,αq which satisfy α �
A  ϖ on any 2m-dimensional almost (para-)complex manifold N . It is also possible to infer from the proof
of [36, Proposition 2.7] that α^ϖ � 0 if and only if m is even, otherwise α^ϖ is a volume form.
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Moving forward, we aim to find not only necessary conditions for a pair of differential forms

to define an endomorphism/isomorphism/almost (para-)complex structure, but necessary and

sufficient conditions for this to be the case. We also hope to investigate whether or not A  ϖ

yields all differential forms with the same normal form as ϖ. While the direct approach of testing

properties has been fruitful for ruling out pairs of differential forms with(out) certain properties,

one line of inquiry we have not probed here is what happens to the Hitchin Pfaffian when taking

linear combinations of differential 3-forms in six dimensions. In particular, given pϖ,αq such

that ϖ and α have different normal forms, when does ϖ� fα have the same normal form as α?

Since pϖ,αq and pϖ � fα, αq yield equivalent systems of equations (5.0.2) for any f P C8pNq,
this naturally leads us to the question of whether or not there is a multisymplectic generalisation

of the Hodge–Lepage–Lychagin theorem, cf. Theorem 2.1.8, for removing such redundant pairs

of differential forms. Such a theorem would enable us to identify a “canonical” pair of differential

forms for a given system of two “higher Monge–Ampère equations” (5.0.2) as the pair satisfying

some higher notion of effectiveness. As the standard notion of effectiveness in two dimensions

yields the equation (2.2.14), which describes when an endomorphism A obtained from (5.0.3)

squares to a multiple of the identity operator, it is not too far-fetched to expect a similarly useful

identity might be obtained from its multisymplectic generalisation.

In the context of fluid dynamics, the end goal is to obtain (if possible, or prove otherwise) a

pair of differential forms pϖ,αq, which not only encode the divergence-free constraint and Poisson

equation for the pressure (3.1.9) in dimension greater than two, as the forms (4.2.1) do, but also

define an almost (para-)complex structure via (5.0.3), as in two dimensions. The resulting almost

(para-)complex structure would be a more natural generalisation of the two-dimensional case

than the Hitchin endomorphism (4.2.14) of α alone, since it would reflect changes in both of the

defining equations. Hence, it would be interesting to compare the geometry resulting from the

two choices. Furthermore, any progress towards Hodge–Lepage–Lychagin or Lychagin–Rubtsov

style theorems could be used to study the equations accordingly.
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Globalisation of Curvature Bounds in

Lorentzian Length Spaces

Part II
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Overview of Part II

6
Given a smooth manifold M , if we wish to consider the lengths of curves and the angles

between them as we would in Euclidean space, we equip M with a Riemannian metric g, making

the pair pM, gq a Riemannian manifold. The length of a curve γ : ra, bs Ñ M , whose derivative

is defined almost everywhere and is non-zero, is then given with respect to g by

Lgpγq :�
» b
a

a
gpγ1ptq, γ1ptqq dt . (6.0.1)

In fact, sufficiently smooth1 Riemannian metrics have the tendency to sing like canaries and not

only provide information about the curves on M , but also about M itself. As we saw in Part I of

this thesis, if the metric g is at least C 2pMq, we may write down the Ricci and Riemann curvature

tensors, denoted Rij and Rijk
l respectively, in terms of derivatives of the metric (see (3.1.10)),

with the differentiability of g being crucial to the definition. We may also define the so-called

sectional curvature

Spu, vq :� gpRpu, vqv, uq
gpu, uqgpv, vq � gpu, vq2 (6.0.2)

of the tangent plane at p P M , spanned by vectors u, v P TpM . Here, Rpu, vqw � uivjwkRijk
lBl

is given by the Riemann curvature tensor at p PM , for u, v, w P TpM .

While Riemannian manifolds have predominantly been studied using this analytical, differ-

ential approach to geometry since their introduction by Riemann in 1853 [99], it turns out that

many of their properties arise as a consequence of the underlying metric space structure given

1Recall that a metric g is called smooth if it varies smoothly with p P M , that is, if its components gij are
smooth functions on M .
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by the distance function

dgpx, yq � inftLgpγq | γ is an admissible curve from x to y in Mu , (6.0.3)

between each pair of points x, y in M . In fact, studying Riemannian manifolds via this com-

plementary, synthetic description, using the incidence of points and lines rather than relying

on coordinates and differentiability, allows us to abstract many of the fundamental properties

of smooth manifolds to structures of lower regularity. Indeed, given an arbitrary metric space

pX, dq, X need only be a set as opposed to a smooth Riemannian manifold, while the distance

function d need only be continuous in the metric topology it defines.2

One such fundamental property that extends to metric spaces is the notion of curvature.

While we can write down the curvature (be it Ricci, Riemann, or sectional) of a Riemannian

manifold explicitly in terms of the associated Riemannian metric, for arbitrary metric spaces,

which may not have a Riemannian metric, we instead describe the curvature by bounding the

values it may take. A metric space X is said to have curvature bounded above/below by k P
R if the triangles in a neighbourhood of each point satisfy some “comparison condition” with

respect to triangles with the same side-lengths in the Riemannian manifold of constant (sectional)

curvature k. We shall make precise what we mean by a comparison condition in Definition 7.1.12,

however, note that there are several different choices we could make which do not require any

smooth structure and which are shown to be equivalent in [100, Theorem 8.30]. Observe that

our comparison conditions are applied locally, to small triangles in a neighbourhood of each

point, rather than on the entire space — if a comparison condition holds on the whole of X,

that is, for arbitrarily large triangles, we say that X has global curvature bounded above/below.

The pertinent question concerning the relationship between local and global curvature bounds

was answered for metric spaces with curvature bounded above by Alexandrov [101], who showed

that the existence of unique distance realisers which vary continuously with their end-points is

necessary and sufficient for the two notions to coincide for fixed k. Building on the work of

Toponogov [102], who answered the question for Riemannian manifolds with curvature bounded

below, Perelman [103] demonstrated that all complete metric length spaces with local curvature

bounded below by k have the same bound globally.

Spurred onward by the work of Gromov [104,105], metric spaces with curvature bound have

seen a wide range of applications which are not confined to geometry. On one hand, it has been

shown that global lower curvature bounds on metric spaces are stable under Gromov–Hausdorff

convergence [103, 106], hence the limit of a sequence of Riemannian manifolds with curvature

2Given that M is used to denote manifolds throughout this thesis, we have chosen to denote metric spaces by
X. Although X previously referred to a tangent vector, we shall not need this meaning again moving forward.
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bounded below by k is a metric space with the same bound [107], while on the other hand, it is

known that any complete metric length space with curvature bounded below by zero is isometric

to the quotient space formed by the action of some crystallographic group on Rn, see [108].

Furthermore, at the intersection of group theory and algebraic topology, we have the statement

that the fundamental group of any complete metric space with curvature bounded above by zero

has no non-trivial finite subgroups [109, Corollary 9.3.2.]. Other applications include the study

of gradient flows and optimal transport [110–112].

Meanwhile, in the realm of Lorentzian geometry, the necessity of low regularity geometry

has again made itself known, this time in the study of Einstein’s equations of general relativity

Rµν �
�
Λ� 1

2
R



gµν � CTµν , (6.0.4)

where Λ is the cosmological constant, C is the gravitational constant, and Tµν is the energy

momentum tensor. Indeed, while we usually assume a priori that a metric gµν is C 2pMq when

writing down its Ricci curvature tensor Rµν and scalar R, the vacuum Einstein equations (where

Λ, Tµν � 0) are known to admit solutions of Sobolev regularity Hs
loc, if the induced Riemannian

metric on spacelike slices is Hs
loc and s ¡ 5

2 , see [113]. Low regularity solutions to (6.0.4) also arise

in models of (conical) cosmic strings, which possess distributional energy momentum tensor Tµν
and are described by quasi-regular singularities [114]. Another physically relevant phenomenon

described by low regularity geometry is the impulsive gravitational wave, which may be described

by a continuous or distributional metric [115]. Since the Lorentzian metric in (6.0.4) may be

continuous, distributional, or singular in these settings, the geometry they describe is not a

(smooth) Lorentzian manifold.

It was with this problem in mind that Kunzinger and Sämann [116] introduced the concept

of the Lorentzian pre-length space as a Lorentzian analogue of the metric space. By build-

ing on the causal space defined in [117], these Lorentzian pre-length spaces admit a causality

theory much like a Lorentzian manifold, yet by mirroring the structure of a metric space, the

time separation between points may be defined without the need for a smooth metric. Further-

more, the triangle comparison conditions developed by [118] for timelike triangles in Lorentzian

manifolds were also extended to the synthetic setting,3 allowing us to bound the curvature of a

Lorentzian pre-length space. Consequently, since its inception in 2018, the study of Lorentzian

pre-length spaces has seen rapid growth, akin to that of the metric spaces which came before

it. Much of this progress has been motivated by the application to general relativity discussed

3It should be noted that the comparison methods of [119] for triangles of arbitrary causal character in a
semi-Riemannian manifold do not extend quite so completely, since the Lorentzian pre-length space does not have
a natural way of measuring the length of a spacelike curve.
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above, with [120] relating inextendibility of a Lorentzian pre-length space to the existence of

a curvature singularity (i.e. the curvature of the space cannot be bounded), while [121] prove

singularity theorems for Lorentzian pre-length spaces given by warped products, which underlie

the Friedmann–Lemaître–Robertson–Walker model of cosmology [122, Chapter 12].

However, Lorentzian pre-length spaces are also interesting from a purely geometric per-

spective, as Lorentzian analogues of metric spaces and it is not outlandish to expect that they

would admit similarly deep geometry. Consequently, a menagerie of additional comparison con-

ditions have been introduced, based around the notions of hyperbolic angles, quadrilaterals,

and convexity [123–125], and the curvature bounds associated with these conditions are under-

stood to behave like their metric counterparts. This understanding has been crucial for deriving

synthetic Lorentzian versions of many significant results from metric geometry, including the

Reshetnyak gluing theorem [126, 127], the splitting theorem [128], and the notion of Hausdorff

measure [129]. Nevertheless, none of these earlier works address the relationship between local

and global curvature bounds on Lorentzian pre-length spaces. In this part of the thesis, we take

up this problem and provide Lorentzian analogues of both Alexandrov’s patchwork and the To-

ponogov globalisation theorem, in addition to a number of smaller results, including the Lebesgue

number lemma and Bonnet–Myers theorem. The goal of this programme of Lorentzification is to

widen the appeal of the Lorentzian pre-length space framework and facilitate its application to

problems outside of general relativity, including those concerning the convergence of Lorentzian

manifolds, causal set theory, and group theory.

Organisation of Part II An outline of this part of the thesis, which is based on the works [2,

3], is as follows. We begin in Chapter 7 with a brief review of the theory of metric spaces,

building from the notion of lengths of curves and distance realisers in Section 7.1, to globalisation

theorems for spaces with curvature bounds in Section 7.2. In particular, we provide statements of

Alexandrov’s patchwork globalisation theorem for spaces with curvature bounded above and the

Toponogov globalisation theorem for spaces with curvature bounded below. While the content

in this chapter is by no means novel, by starting in the metric setting, we are able to introduce

the essential tools of synthetic geometry without the additional complications of Lorentzian

artefacts, that is, in a way which may be understood physically, with curves drawn on a piece

of paper or the surface of a ball, for example. Furthermore, it allows us to highlight the subtle

differences between the metric space and Lorentzian pre-length space constructions, which result

in additional assumptions being required to derive the globalisation theorems in later chapters.

These additional assumptions primarily revolve around the notions of topology, continuity, and

finiteness.
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In Chapter 8, we provide an overview of the properties of Lorentzian pre-length spaces,

based on the seminal work [116] and subsequent research in [123, 125]. In addition to defin-

ing appropriate notions for length and angle, it will also be necessary to discuss the causality

properties Lorentzian pre-length spaces may exhibit, such as strong causality, which guaran-

tees that the Alexandrov topology defined by timelike diamonds coincides with the topology

defined by the underlying metric space structure. We subsequently introduce a new, generalised

notion of curvature bounds via triangle comparison, based on the original definition provided

by [116, Definition 4.7], but with some modifications necessary for the model space with con-

stant negative sectional curvature, anti-de Sitter space, to be considered a space with curvature

bounded above and below. We also provide conditions under which the two notions of curvature

bounds coincide. While the main purpose of this chapter is to allow for the thesis to be relat-

ively self contained, along the way we prove refinements of several other results from both smooth

and synthetic Lorentzian geometry. These are signposted as appropriate. In the second half of

this chapter, Section 8.2, we review several basic yet crucial properties of hyperbolic angles and

how they can be used to describe curvature bounds, concluding with a statement of the condi-

tions under which the curvature bounds defined by angle, hinge, and triangle comparison are

equivalent.

The first substantial new results appear in Chapter 9, in which we prove an analogue of

Alexandrov’s patchwork globalisation for Lorentzian pre-length spaces with curvature bounded

above. After reiterating the statement of the gluing lemma for Lorentzian pre-length spaces

provided by [126, Corollary 4.3.2], we define what it means for timelike distance realisers to vary

continuously with their endpoints and demonstrate that this may be encoded by the so-called

geodesic map. The bulk of the chapter is dedicated to the proof of the main result: using the

geodesic map to decompose an arbitrary timelike triangle, in a (suitably nice) Lorentzian pre-

length space with local curvature bounded above, into sub-triangles which are all timelike and

satisfy the triangle comparison condition, such that the gluing lemma may be used to deduce

that the initial triangle also satisfied said condition. The key difficulty here is ensuring that all

of the curves in our decomposition remain timelike, rather than causal or spacelike, so that the

gluing lemma can be applied, in contrast to the metric setting where all curves are fair game.

The chapter ends with the observation that in Lorentzian pre-length spaces with global curvature

bounded above by K, distance realisers which can be realised in the model space of constant

curvature K are unique.

Following on from our proof of the globalisation theorem for Lorentzian pre-length spaces

with curvature bounded above, in Chapter 10 we prove an analogue of the Toponogov global-

isation theorem for Lorentzian pre-length spaces with curvature bounded below. The chapter
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opens with a series of supplementary results concerning time functions and the null distance,

streamlining those proven in [130–132], and building towards a Lorentzian analogue of the Le-

besgue number lemma for the null distance. We subsequently derive a decomposition result for

triangles in Lorentzian pre-length spaces with curvature bounded below, in the spirit of the glu-

ing lemma for curvature bounded above. Finally, by performing a construction derived from the

“cat’s cradle” of Lang and Schroeder [133] in the metric setting, combined with our decompos-

ition result, we can recursively show that triangles of increasingly large null distance diameter

satisfy the angle comparison condition. The Lebesgue number lemma ensures that this process

terminates and does so once all triangles satisfy said condition. While our pair of globalisation

theorems respectively consider the triangle and angle comparison conditions, the globalisation

property passes to a wide array of equivalent comparison conditions (detailed in [123, Theorem

5.1]), as in the metric setting. We close the chapter by considering some geometric consequences

of the Toponogov globalisation theorem, beginning with a Lorentzian analogue of the Bonnet–

Myers theorem bounding the finite diameter of a Lorentzian pre-length space. We then provide

conditions under which the diameter of a Lorentzian pre-length space is not attained, which in

turn enables us to show that, in Lorentzian pre-length spaces which satisfy the assumptions of

the Bonnet–Myers theorem, all triangles satisfy size-bounds (and therefore admit comparison).

We conclude in Chapter 11 by presenting an overview of some open problems, including

how the scope of some of our results might be generalised. We take particular interest in the

relationship between curvature bounds and Gromov–Hausdorff convergence; while several no-

tions of Gromov–Hausdorff convergence for Lorentzian spaces have been proposed [132,134,135],

we expect that curvature bounds should remain stable under those which are sensible, as in

the metric setting. In a similar vein, it is known that compact length spaces are given by the

Gromov–Hausdorff limit of polyhedral spaces, or more precisely, graphs. The analogous Lorent-

zian question would be whether or not we can discretise Lorentzian pre-length spaces and describe

them as the limit of causal sets. We shall also discuss the impact of curvature bounds on graphs

and causal sets in some detail.



A Brief Review of Metric Geometry

7
In this chapter, we provide a brief review metric geometry, beginning with some core con-

cepts, including intrinsic metrics and distance realisers, before moving on to a more detailed

description of triangle comparison and curvature bounds. We close this chapter by taking a

closer look at the globalisation theorems for spaces with curvature bounded above/below by

k P R. While we provide statements of all relevant results, we do not provide details of their

proofs. Instead, we shall direct the reader to appropriate references and make comparisons with

the Lorentzian case in due course. For a more extensive discussion of metric geometry as a whole,

we direct the reader to the excellent textbooks [109,136] and the more recent review [100].

Although this part of the thesis is primarily focused on proving the globalisation of curvature

bounds in the setting of Lorentzian pre-length spaces, we feel that there is value in providing an

overview of the metric problem, where the statements of these results are known. In particular,

by studying our problem’s “Riemannian signature” counterpart, we are able to get a feel for the

structure of the results we wish to emulate in the synthetic Lorentzian world and highlight the

obstacles that arise as a consequence of this change in “signature” in later chapters. Indeed, even

before the end of Chapter 8, we shall experience issues caused by time separation in Lorentzian

pre-length spaces not needing to be finite, in contrast to distances in metric spaces.

7.1 Fundamentals of Metric Geometry

In this section, we present some fundamental definitions from the setting of metric geometry,

so that we may subsequently highlight the key differences between these and their synthetic

Lorentzian analogues. Most significantly, we introduce the notion of the length of a curve, the

101
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concept of distance realisers, and the technique of triangle comparison. Much of this discussion

can be found in abridged form in [2, Section 2.2] and in more detail in the aforementioned

textbooks [109,136,100].

Firstly, let us remind the reader of the conditions under which a set X is a metric space:

Definition 7.1.1 (Metric Space)

The pair pX, dq, where X is a set and d : X � X Ñ R is a function on X, is called a metric

space if, for all points x, y, z P X, we have

(i) Positive definite: dpx, yq ¡ 0 for all x � y and dpx, xq � 0 .

(ii) Symmetry: dpx, yq � dpy, xq.

(iii) Triangle inequality: dpx, zq ¤ dpx, yq � dpy, zq.
The function d is then called a distance function on X, with dpx, yq the distance between the

points x and y in X.

As mentioned in the introduction, it is straightforward to show that the distance function is

continuous in the metric topology. Furthermore, we may assume without loss of generality that

distance functions are finite valued, as any metric space with r0,8s-valued distance function can

be decomposed into components each with finite valued distance function, see [100, Section 2.A].

We shall also need the notion of a metric space’s diameter:

Definition 7.1.2 (Diameter)

The diameter of a metric space pX, dq is given by

diampXq :� suptdpx, yq |x, y P Xu . (7.1.1)

That is, points in X may be at most a distance diampXq apart, though diampXq may be infinite.

In what follows, we call any connected subset I � R an interval . In particular, an interval

may be (half-)closed, (half-)open, finite, infinite, or a single point. Let pX, dq be a metric space.

The technique of triangle comparison will require us to construct triangles from curves in X

and compare them to triangles in some well understood model spaces. Taking I � R to be an

interval, a curve γ in X is a map γ : I Ñ X which is continuous with respect to the distance

function d on X.1 A curve γ : ra, bs Ñ X from the point x to the point y, which we may denote

by γxy, additionally satisfies γpaq � x and γpbq � y. The length of such a curve is defined in

terms of the metric as follows:

1Here the metric on R is taken to be the standard Euclidean metric.
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Definition 7.1.3 (Length)

Let pX, dq be a metric space. The d-length (or simply length where the metric is clear) of a curve

γ : ra, bs Ñ X is given by

Ldpγq :� sup

#
n�1̧

i�0

dpγptiq, γpti�1qq
����� a � t0   t1   . . .   tn � b, n P N

+
. (7.1.2)

Curves γ with finite d-length are called d-rectifiable (or simply rectifiable). We call a metric

space pX, dq a length space and the distance function d intrinsic if the metric is given by

dpx, yq :� inftLdpγq | γ : ra, bs Ñ X, γpaq � x, γpbq � yu , (7.1.3)

for all pairs x, y P X.

We may occasionally choose to restrict ourselves to considering only those curves from some

stricter admissible class, such as the class of rectifiable curves (see [109, Chapter 2] for example).

This choice is often more convenient when working with parametrised constructions, since every

rectifiable curve admits a 1-Lipschitz parametrisation, namely the arclength parametrisation.

Hence, if γ : ra, bs Ñ X is a curve of finite length Ldpγq :� L, there exists a reparametrisation

σ : r0, Ls Ñ ra, bs such that γ � σ : r0, Ls Ñ X and Ldpγ|rσptq,σpsqsq � |s � t| for all s, t P
r0, Ls. Furthermore, we may scale σ such that γ � σ is instead parametrised on r0, 1s and

Ldpγ|rσptq,σpsqsq � L|s� t| [137, Section 1.1.].

z

x y

z

x y

Figure 7.1.1: If we allowed arbitrary curves between points, both the left and right drawings
would be triangles in Euclidean space with vertices x, y, z, even though γyz is far longer in
the right drawing than the left one. As distance realisers in Euclidean space are straight
lines, we are choosing to only admit the left case.

Since there may be multiple curves of differing length between each pair of points in X,

defining a triangle to be a triple of points pairwise connected by arbitrary curves would result

in triangles with different side-lengths but the same vertices, see Figure 7.1.1. If we wish to

compare triangles in different spaces, we will therefore need to control the side-lengths of the

triangles associated with each triple of points. We do so by considering only distance realising
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curves; then, even if there are multiple triangles associated with a given triple of points, the

triangles must have the same side-lengths.

Definition 7.1.4 (Shortest Curves and Distance Realisers)

Let pX, dq be a metric space and γ be a curve from x to y in X. The curve γ is called a shortest

curve from x to y if, for all other curves γ̃ from x to y in X, we have Ldpγ̃q ¥ Ldpγq. If

Ldpγq � dpx, yq, then γ is called a distance realiser.

Applying the triangle inequality to the sum in (7.1.2) tells us that Ldpγq ¥ dpγpaq, γpbqq for

all curves γ. Hence, any distance realiser is automatically a shortest curve. Furthermore, in a

length space, if a shortest curve exists then the infimum in (7.1.3) is attained by said curve, which

is therefore a distance realiser. That is, in length spaces, shortest curves are precisely distance

realisers. Since the metric d is finite valued, distance realisers are rectifiable and therefore we

may assume that any distance realiser γxy is constant speed parametrised on r0, 1s, that is,

dpγpsq, γptqq � dpx, yq|s� t| for all s, t P r0, 1s

Remark 7.1.5 (A Note on Terminology)

The reader may find that in the wider literature, the concepts of shortest curves and distance

realisers are each referred to as geodesics. We choose not to use this term here, in order to avoid

confusion with the notion of geodesics on a smooth manifold, since these need only be locally

shortest curves. Similarly, we refer to d as a distance function and not a metric in order to avoid

confusion with the (pseudo-)Riemannian metrics on smooth manifolds we discussed in Part I

and Chapter 6.

△

Let us briefly address the questions of existence and uniqueness of distance realisers in

metric spaces, beginning with the latter. In Definition 7.1.4, we call γ a distance realiser and

not the distance realiser. This is because distance realisers need not be unique, as shown by the

following example:

Example 7.1.6 (Distance Realisers on the Circle)

Consider the unit circle X :� S1. Equip X with the intrinsic distance function d, where the

distance between each pair of points is given by the (Euclidean) length of the shorter of the

two arcs between them. By definition, the shorter arcs are distance realisers2 and X is a length

space. Now consider any pair of antipodal points in X. Both of the arcs between them are of

equal length and are therefore both distance realisers.

2The length of curves in X with respect to d is precisely their Euclidean arclength. Furthermore, the longer
of the two arcs is only locally a shortest curve (a geodesic).



7.1 Fundamentals of Metric Geometry 105

△

Concerning the existence of distance realisers, it is also fairly straightforward to construct

examples of metric spaces which do not admit distance realisers between some pairs of points,

as shown by the following example. A similar construction can be found in [138, Chapter 2].

Example 7.1.7 (Distance Realisers on the Punctured Euclidean Plane)

Recall that distance realisers in the Euclidean plane are uniquely given by straight lines between

their endpoints. Take any two points whose unique distance realiser in the Euclidean plane is

a straight line through the origin, e.g. p � p�1, 0q and q � p1, 0q. Now consider the punctured

Euclidean plane X � R2ztp0, 0qu, equipped with the natural restriction of the Euclidean distance

function, and assume there exists a distance realiser between p and q which is contained in X.

Since this distance realiser cannot pass through the origin, we now have two distance realisers

in the Euclidean plane which connect these points, contradicting uniqueness. Hence, there is no

distance realiser between p and q in X.

△

Consequently, we now define the class of geodesic spaces — spaces for which distance real-

isers always exist between pairs of points. Restricting our consideration to such spaces guarantees

that, for any triple of points, we may construct a triangle with said points as vertices and with

sides given by distance realisers. We have already seen one such a space in Example 7.1.6, which

highlights that the distance realisers may still not be unique.

Definition 7.1.8 (Geodesic Spaces)

A metric space pX, dq is called an ℓ-geodesic space if there exists a distance realiser between every

pair of points x, y P X for which dpx, yq   ℓ, that is, if the infimum in (7.1.3) exists for such

pairs of points. If a distance realiser exists between every pair of points in X, then we call X a

geodesic space.

The metric space pX, dq will be called uniquely ℓ-geodesic (resp. uniquely geodesic) if there

exists a unique distance realiser between pairs of points x, y P X for which dpx, yq   ℓ (resp.

between every pair of points in X).

Now that we understand what it means for a curve in a metric space to be a distance

realiser, we may define a triangle in a metric space pX, dq to be a collection of three points

x, y, z in X (the vertices) and three pairwise connecting distance realisers γxy, γxz, γyz (the sides)

between them. We will denote such a triangle by ∆px, y, zq. As highlighted in Example 7.1.6,

distance realisers between points in X need not be unique, so where the choice of distance realiser
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is important, we shall write our selection explicitly. If not explicitly stated, constructions are

valid for any choice of distance realiser and the reader is left to pick their favourite. We write

p P ∆px, y, zq to indicate that a point p P X lies on the triangle and p P γxy to specify that p lies

on the side between x and y, for example.

Next, we introduce the spaces we wish to compare against, namely the Riemannian model

spaces of constant sectional curvature. Let Rm,n with m,n P N0 denote the vector space Rm�n

equipped with the indefinite inner product

bm,npx, yq :� �
m̧

i�1

xiyi �
ņ

i�1

xm�iym�i (7.1.4)

for x � px1, x2, � � �xm�nq and y � py1, y2, � � � ym�nq. The Riemannian model spaces may

be described in terms of quadric surfaces in suitable Rm,n — for more detail regarding the

construction of these model spaces, including their uniqueness and choices of metric, see [136,

Chapters I.2, I.6] and [122, Proposition 4.29].

Definition 7.1.9 (Riemannian Model Spaces)

The Riemannian model space of constant sectional curvature k is the unique (up to local

isometry) complete, simply connected, two-dimensional Riemannian manifold with sectional

curvature k, which we denote by M2pkq. In particular,

M2pkq :�

$'''&
'''%
S2prq k � 1

r2
¡ 0

R
2 k � 0

H2prq k � � 1
r2
  0

. (7.1.5)

Here, S2prq :�  
x P R0,3

�� b0,3px, xq � r2
(

is the 2-sphere with radius r and distance function

induced by the restriction of b0,3. Similarly, H2prq :�  
x P R1,2

�� b1,2px, xq � �r2 and x1 ¡ 0
(

is the hyperbolic or Lobachevsky plane of radius r, as described by the upper sheet of a two-

sheeted hyperboloid a distance3 r from the origin in R1,2. We equip H2prq with the distance

function induced by the restriction of b1,2 and R2 with its usual Euclidean distance function b0,2.

The diameters (7.1.1) of the Riemannian model spaces are

diampM2pkqq �
$&
%

π?
k

k ¡ 0

8 k ¤ 0
. (7.1.6)

3Strictly speaking, this “radius” is the fixed proper time between points on H2prq and the origin in R1,2.
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Definition 7.1.10 (Comparison Triangles and Points)

Let pX, dq be a metric space and M2pkq be the model space of constant sectional curvature k,

equipped with its natural distance function dk. Let ∆px, y, zq be a triangle in X. A triangle

∆px̄, ȳ, z̄q in M2pkq is called a comparison triangle for ∆px, y, zq if

dpx, yq � dkpx̄, ȳq, dpy, zq � dkpȳ, z̄q, and dpx, zq � dkpx̄, z̄q , (7.1.7)

that is, if the lengths of the sides of the two triangles in their respective spaces are equal.

Let p P γxy be a point on one of the sides of ∆px, y, zq (analogous statements hold for γxz
and γyz). The comparison point for p in a comparison triangle ∆px̄, ȳ, z̄q is the unique point

p̄ P γx̄ȳ satisfying

dpp, xq � dkpp̄, x̄q and dpp, yq � dkpp̄, ȳq . (7.1.8)

Moving forward, we shall drop the subscript from dk where it is clear which model space

we refer to and use the same notation d for the distance function on X and on M2pkq. Which

distance function we refer to will be clear from context, since points in the model space will be

decorated by bars e.g. x̄. Furthermore, when we say distances between points in X and points in

M2pkq are equal, we always apply the unspoken caveat “with respect to their associated distance

functions.”

When defining a comparison triangle, we assumed a priori that there exists points x̄, ȳ, z̄

whose pairwise distances realise the lengths of the sides of ∆px, y, zq. However, it is possible

that we could construct a triangle in X for which no such points exist in a given model space.

For example, we could draw a triangle ∆ in the Eucildiean plane with longest side of length 4.

Since the unit sphere has diameter π (see (7.1.6)), there are no points in M2p1q � S2p1q whose

distance realises the length of the longest side of ∆. Hence we cannot construct a comparison

triangle for ∆ on the unit sphere.

As such, when comparing a metric space X to a model space M2pkq, we should only

consider triangles in X for which we can construct comparison triangles. In order to guarantee

the existence of a comparison triangle, we introduce size-bounds on X.

Definition 7.1.11 (Metric Size-Bounds)

Let pX, dq be a metric space. A triangle ∆px, y, zq in X is said to satisfy size-bounds for the

model space M2pkq if

dpx, yq � dpy, zq � dpx, zq   2 diampM2pkqq . (7.1.9)
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Applying triangle inequality to (7.1.9) says that dpx, yq   diampM2pkqq and analogously

for the other two distances. That is, if a triangle in X satisfies size-bounds for a given model

space, then each of its sides have lengths which can be realised in the model space. In fact, if a

triangle in X satisfies size-bounds for M2pkq, then a unique comparison triangle exists in M2pkq
(up to isometry), see [136, Lemma I.2.14]. For the remainder of this chapter, we assume that all

triangles the appropriate satisfy size-bounds; by (7.1.6), this is only a restriction for k ¡ 0.

We now introduce the technique of triangle comparison. In line with the previous discussion,

we only impose conditions on points which are closer than diampM2pkqq.

Definition 7.1.12 (Curvature Bounds by Triangle Comparison)

Let pX, dq be a metric space. An open subset U � X is called a p¥ kq-comparison neighbourhood

(resp. p¤ kq-comparison neighbourhood) if

(i) For all pairs of points x, y P U which are a distance dpx, yq   diampM2pkqq apart, there

exists a distance realiser connecting them which is contained entirely within U , that is,

pU, d|U�U q is a diampM2pkqq-geodesic metric space.

(ii) For all triangles ∆px, y, zq in U and all pairs of points p, q P ∆px, y, zq the following holds:

given a comparison triangle ∆̄px̄, ȳ, z̄q in M2pkq corresponding to ∆px, y, zq and comparison

points p̄, q̄ P ∆̄px̄, ȳ, z̄q for p and q respectively, then

dpp, qq ¥ dpp̄, q̄q (resp. dpp, qq ¤ dpp̄, q̄q) . (7.1.10)

We say X has curvature bounded below by k if it is covered by p¥ kq-comparison neighbour-

hoods. Likewise, X has curvature bounded above by k if it is covered by p¤ kq-comparison neigh-

bourhoods. We may say that such spaces have local curvature bounds to emphasize that (7.1.10)

only holds on a neighbourhood of each point.

We say X has global curvature bounded below by k or is a CBB(k) space if X is a p¥ kq-
comparison neighbourhood. Similarly, we say X has global curvature bounded above by k or is

a CAT(k) space if X is a p¤ kq-comparison neighbourhood.

Recall that, for manifolds M , the sectional curvature (6.0.2) of the tangent plane at p PM
spanned by u, v P TpM also corresponds to the Gaussian curvature of the two-dimensional surface

swept out by distance realisers emerging from p, with initial directions u, v. Furthermore, in

regions where space is positively curved, these distance realisers are observed to spread apart

faster than in regions of negative curvature [136, Appendix 1A]. From this, it should be clear that

the notion of curvature which is bounded by comparison techniques, such as Definition 7.1.12,

is precisely the sectional curvature, written in a synthetic manner using its description in terms
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of distance realisers. In particular, the two-dimensional surfaces swept out by distance realisers

are precisely triangles ∆px, y, zq and we are bounding the curvature of such surfaces if they are

contained in certain neighbourhoods.

In essence, a metric space pX, dq has curvature bounded below by k if “small” triangles

in X are fatter than their comparison triangles in M2pkq and curvature bounded above by k

if “small” triangles in X are thinner than their comparison triangles in M2pkq. If we impose a

global curvature bound, we instead consider arbitrary triangles in X.

(a) k   0 (b) k � 0 (c) k ¡ 0

Figure 7.1.2: Triangles in the Riemannian model spaces M2pkq of constant curvature k P R.
Here k   0 is the hyperbolic plane, k � 0 is the Euclidean plane, and k ¡ 0 is the sphere.
The sum of the internal angles increases and the triangles get fatter as k increases, so M2pkq
has curvature bounded above by all k1 ¡ k and curvature bounded below by all k1   k.

It is worth noting here that there are several different comparison conditions we could

have used to define curvature bounds, however we choose to introduce the concept via the

triangle comparison condition (7.1.10) due to its intuitive description in terms of the thickness

of a triangle. For completeness, [136, Proposition II.1.7] lists a selection of these conditions

and demonstrates that they are equivalent for arbitrary metric spaces with curvature bounded

above, while [100, Theorem 8.30] shows that they are equivalent for complete length spaces with

curvature bounded below. When it comes to addressing curvature bounds in the Lorentzian

setting in Chapter 8, we will explicitly introduce the various definitions which we require when

proving our main results.

7.2 Globalisation of Curvature Bounds in Metric Spaces

In this section, we address the globalisation of curvature bounds on metric spaces. By globalisa-

tion, we mean finding conditions under which imposing a local constraint, in this case curvature

bounded above/below, automatically implies the corresponding global constraint. More precisely,

if we have a space where “small triangles” are thinner/fatter than their comparison triangles in

the model space M2pkq, what additional assumptions are required for arbitrarily large triangles

to also satisfy this comparison condition?
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We will begin by looking at Alexandrov’s patchwork globalisation theorem for spaces with

curvature bounded above, before moving on to the Toponogov globalisation theorem for curvature

bounded below. Much of this material can be found in [2, Chapter 3], however we stress that the

results in this section are by no means original and are included as a point of inspiration for the

analogous synthetic Lorentzian results described in Chapter 9. References for points of interest

and further discussion will be included throughout.

Recall from the previous chapter that while curvature bounds may be defined via various

comparison conditions, these conditions are equivalent under some additional mild assumptions.

As it turns out, these same assumptions are also necessary for the globalisation theorems to hold.

As such, the different definitions of curvature bounds globalise simultaneously and we need not

specify which we use.

7.2.1 Curvature Bounded Above

Let us begin by looking at an example of a space which has (local) curvature bounded above,

but does not have global curvature bounded above.

y z

x
q

p

ȳ z̄x̄ q̄p̄

(a) Small triangles in X (in red) have de-
generate comparison triangles and pairs of
points on their sides satisfy (7.1.10).

x

y z

q
p x̄

ȳ z̄

q̄p̄

(b) We can construct a large triangle cov-
ering X such that p and q are closer in X

than their comparison points are in M2p0q.

Figure 7.2.1: The circle, equipped with intrinsic distance function has curvature bounded
above by 0 locally but does not have global curvature bounded above. That is, curvature
bounds do not globalise on the circle.

Example 7.2.1 (Curvature Bounds on the Circle (1))

Again let X :� S1 be the unit circle with intrinsic distance function d, as in Example 7.1.6.

Locally, X is isometric to a line segment, hence has curvature bounded above by 0. We can see

this by considering triangles in X which do not cover the whole circle, for example ∆px, y, zq
in Figure 7.2.1a. The corresponding comparison triangle in Euclidean space degenerates to a

straight line and we have equality in (7.1.10) for any points p, q P ∆px, y, zq. In particular,

all triangles contained within any open ball B of radius π
2 in X are of this type and it is
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straightforward to see that B is a geodesic space, so B is a (¤ 0)-comparison neighbourhood,

c.f. Definition 7.1.12. Furthermore, we can cover X with three of these balls, from which it

follows that X has curvature (locally) bounded below by 0.

However, X itself is not a (¤ 0)-comparison neighbourhood: Consider a large triangle

defined by three equidistant points in X, such that it covers the whole circle, see ∆px, y, zq
in Figure 7.2.1b, for example. Since diampM0q � 8, the triangle ∆px, y, zq satisfies size-bounds

for k � 0 and the corresponding comparison triangle ∆px̄, ȳ, z̄q in the Euclidean plane is also an

equilateral. Let p and q be two points on different sides of ∆px, y, zq, again as in Figure 7.2.1b,

from which it follows that:

dpp, qq � dpp, xq � dpx, qq � dpp̄, x̄q � dpx̄, q̄q ¡ dpp̄, q̄q , (7.2.1)

hence there exists a triangle in X for which (7.1.10) fails to hold, so X does not have global

curvature bounded above by 0.

△

We see from this example that globalisation of curvature bounded above is not an automatic

phenomenon, so our metric space will need to satisfy some additional assumptions, which S1 with

intrinsic metric should not satisfy. The required assumptions were first written down in [101]

by Alexandrov and are reiterated below for convenience. The proof of Theorem 7.2.2 involves

decomposing arbitrarily large triangles into a patchwork of smaller triangles which are contained

within p¤ kq-comparison neighbourhoods. For brevity we direct the reader to [136, Proposition

II.4.9] for the proof.

Theorem 7.2.2 (Alexandrov’s Patchwork)

Let pX, dq be a uniquely diampM2pkqq-geodesic metric space with curvature bounded above by

k. That is, for each pair of points in X a distance less than diampM2pkqq apart, there exists

a unique distance realiser in X joining them. If these distance realisers vary continuously with

their endpoints, then X has global curvature bounded above by k.

Let us make precise what we mean by the second requirement:

Definition 7.2.3 (Continuously Varying Distance Realisers)

Let pX, dq be a uniquely ℓ-geodesic metric space and let x, y P X be a pair of points such that

dpx, yq   ℓ. The distance realiser γxy from x to y in X is said to vary continuously with its

endpoints if for every pair of sequences xn Ñ x and yn Ñ y, such that there exists a unique

distance realiser γxnyn for each n P N, we have γxnyn Ñ γxy uniformly.
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The converse statement to Theorem 7.2.2 also holds, hence the additional assumptions are

not only sufficient, but necessary for upper curvature bounds to globalise (see [136, Proposition

II.1.4 (1)] for a proof):

Proposition 7.2.4 (Assumptions are Necessary)

Let pX, dq be a metric space with global curvature bounded above by k. Then pX, dq has (local)

curvature bounded above by k by definition, distance realisers of length less than diampM2pkqq
exist and are unique, and these distance realisers vary continuously with their endpoints.

x

x̃yn�1
yn

γnγn�1

Figure 7.2.2: It is possible to construct a sequence of distance realisers γn in the circle which
do not vary continuously with their endpoint. In particular, if one endpoint is fixed at say,
x, then if the other endpoint yn varies through the antipodal point x̃ of x, then the distance
realisers γn�1 (red) and γn (blue) lie on opposite sides of x and x̃.

Example 7.2.5 (Curvature Bounds on the Circle (2))

We saw in Example 7.1.6 that the unit circle, denoted X, does not have unique distance realisers

between points at distance π when equipped with its intrinsic metric. Recall that the Euclidean

plane M2p0q has diameter diampM2p0qq � 8, hence by Proposition 7.2.4, the circle X cannot

have global curvature bounded above by k � 0, as we expected.

The circle also fails to meet the other criteria of Theorem 7.2.2 for k � 0, that is, the circle

does not have continuously varying distance realisers between points a finite distance apart. Take

any pair of points x, y P X which are not antipodal and set xn � x for all n. Any sequence

yn Ñ y which passes through the point antipodal to x yields a sequence of γxnyn which do not

converge uniformly to γxy. In particular, the pair of distance realisers γx y�ε would be on opposite

sides of y, see Figure 7.2.2.

△

In summary, a metric space X has global curvature bounded above by k if and only if X has

(local) curvature bounded below, is uniquely diampM2pkqq-geodesic, and all distance realisers in

X of length less than diampM2pkqq vary continuously with their endpoints. In particular, there
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is a unique triangle in X for every triple of points satisfying (7.1.9).

7.2.2 Curvature Bounded Below

The progression of globalisation theorems in the case of curvature bounded below is rather a

lot more involved than the case of curvature bounded above, with suitable conditions in two

dimensions first being found by Pizzetti in [139] (see [140] for a review of Pizzetti’s role in

the history of comparison geometry). However, it was not until the late 1950s, when these

conditions were independently re-derived by Alexandrov [141,101] and generalised to Riemannian

manifolds of arbitrary dimension by Toponogov [102], that the idea of globalising lower curvature

bounds garnered much interest. More recently however, as part of a push to develop the field

of synthetic geometry, a large number of advancements have been made, with [103, 142, 143]

extending the Toponogov globalisation theorem to arbitrary complete length spaces. Petrunin

has also shown [144] that the completions of geodesic metric spaces with curvature bounded

below similarly admit globalisation.

Since no additional conditions are imposed to prove the globalisation theorem for curvature

bounded below, other than those required for the various comparison conditions to be equivalent,

we simply provide the statement of the theorem in its most general form.

Theorem 7.2.6 (Toponogov’s Globalisation Theorem)

Let X be a complete length space with curvature bounded below by k. Then X has global curvature

bounded below by k.

Several nice proofs of the above result exist in the literature, including in [100, Theorem

8.31] and [109, Theorem 10.3.1], with the latter being made more accessible by a local com-

pactness assumption. The proof we shall be most interested in for the purpose of globalising

curvature bounds in the Lorentzian setting is that of Lang and Schroeder [133] since, like the Al-

exandrov’s patchwork for curvature bounded above, their proof utilises a rather visual argument

of constructing arbitrarily large triangles from triangles living inside comparison neighbourhoods.

The authors of [109] explicitly exclude certain one-dimensional spaces from the class of

non-negatively curved spaces. More precisely, for X to have curvature bounded below by k ¡ 0,

X must not be isometric to R, p0,8q, r0, Bs for any B ¡ π?
k
, or any circle with radius greater

than 1?
k
. This is not due to the definitions themselves failing for these spaces, but rather a

consequence of the following addendum to Toponogov’s theorem:

Theorem 7.2.7 (Synthetic Bonnet–Myers Theorem)

Let pX, dq be a complete length space with (local) curvature bounded below by some k ¡ 0, which is
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not one of the aforementioned one-dimensional spaces. Then diampXq ¤ diampM2pkqq :� π?
k
.

This result was first proven by Bonnet for complete, two-dimensional, Riemannian mani-

folds, with Myers [145] formulating the result in higher dimensions. Myers later demonstrated

that using a positive lower Ricci curvature bound in place of the sectional curvature bound is

still sufficient to obtain the associated upper bound on the diameter [146]. In the metric set-

ting, [100, Theorem 8.44] show that the aforementioned pathological, one-dimensional spaces are

precisely the spaces with curvature bounded below for which the Bonnet–Myers theorem fails.

Therefore, by following the approach of [133] when developing a synthetic Lorentzian Toponogov

theorem in Section 10.2, we will not need to exclude one-dimensional spaces from consideration.

However, when addressing the Bonnet–Myers theorem in the synthetic Lorentzian setting, we

shall take the approach of [109, Theorem 10.4.1], first defining a degeneracy property which

corresponds to the space being one-dimensional and then deriving a diameter bound for the

remaining non-degenerate spaces, see Theorem 10.3.3.

The above theorem states that if a complete length space X (which is not one of the patho-

logical ones) has local curvature bounded below by k P R, then for any distance realiser in X,

there is a corresponding distance realiser of the same length in M2pkq. As we saw in Defini-

tion 7.1.11, a triangle in X is said to satisfy size-bounds for M2pkq if the length of its perimeter

is less than twice the diameter of M2pkq. For k ¤ 0, the perimeter simply has to be finite

and this is no restriction at all, however for k ¡ 0 it may be true a priori that triangles which

don’t satisfy size-bounds exist in X. The following corollary of Theorem 7.2.7, which is proven

in [109, Theorem 10.4.2], states that the only triangles which don’t satisfy size-bounds are those

whose perimeters are exactly 2 diampM2pkqq, for which comparison triangles exist in M2pkq but

may not be unique.

Corollary 7.2.8 (Lower Curvature Bounds and Size-Bounds)

Let pX, dq be a complete length space with (local) curvature bounded below by some k ¡ 0, which

is not one of the aforementioned one-dimensional spaces. Then for every triangle ∆px, y, zq in

X, we have

dpx, yq � dpy, zq � dpx, zq ¤ 2 diampM2pkqq . (7.2.2)

In particular, triangles either satisfy size-bounds for k or have perimeter 2 diampM2pkqq.

In summary, a metric space X has global curvature bounded below by k if it is a complete

length space with (local) curvature bounded below by k. Additionally, such spaces have diameter

bounded above by diampM2pkqq and all triangles in them admit comparison triangles in M2pkq,
provided X is not locally isomorphic to certain pathological one-dimensional spaces.
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7.3 Chapter Summary

In this chapter we have introduced the fundamental concepts of synthetic geometry, using the

distances between points and curves to describe the curvature of an arbitrary metric space. We

have discussed the properties of distance realisers and stated the conditions under which local

bounds on the curvature of a metric space can be extended to global bounds. We also noted that

there were various different comparison conditions that we could use to define curvature bounds

and while these are equivalent for complete length spaces with curvature bounded below, they

also coincide for generic metric spaces with curvature bounded above.

We observed how metric spaces with global curvature bounded above by k are precisely the

uniquely diampM2pkqq-geodesic metric spaces with local curvature bounded above by k, whose

distance realisers of length less than diampM2pkqq vary continuously with their endpoints. In

particular, the Alexandrov’s patchwork theorem says that a unique triangle must exist for every

triple of sufficiently close points in X, in order for us to decompose large triangles in such a way

that they satisfy a comparison condition.

Similarly, a metric space has global curvature bounded below by k if it has (local) curvature

bounded below by k and is a complete length space. Unlike the curvature bounded above case,

here the implication is only one-way and we do not recover the supplementary assumptions

of completeness and an intrinsic distance function. However, these assumptions are still rather

natural as they guarantee that the various comparison conditions used to define curvature bounds

are equivalent. Hence, the globalisation theorem applies to all of these conditions simultaneously.

Further contrasting the above/below cases, for curvature bounded below we do not even need to

assume distance realisers exist, let alone (unique) triangles; Toponogov’s theorem states that if

I am given a big triangle ∆ then there must exist sufficiently many small triangles to decompose

∆ in such a way that it satisfies a comparison condition.

Finally, we investigated the synthetic Bonnet–Myers theorem, which bounds the diameter

of spaces with curvature bounded below by k ¡ 0, provided that the space is not in a particular

pathological class. The Bonnet–Myers theorem implies that in spaces with curvature bounded

below, all triangles satisfy size-bounds or have perimeter 2 diampM2pkqq. Hence, Toponogov’s

theorem for curvature bounded below considers all triangles whose perimeters are not equal to

2 diampM2pkqq, while Alexandrov’s patchwork only considers triangles which are not “too large”

when compared to the size of the model space.

In the next chapter, we introduce the Lorentzian pre-length space, the synthetic Lorentzian

analogue of the metric space. While distance realisers, length, and triangle comparison make a

return, they will have taken on a rather more tricky persona — that of an underlying Lorentzian
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signature. Among our friends, a few new faces, including angles, Alexandrov’s Lemma, and

time functions, take on key technical roles. While many of these new concepts do not have an

immediate metric analogue, some of them do and although we have been fairly expository so far,

we feel that it would be rather cumbersome to introduce every dual concept in both its metric

and its synthetic Lorentzian guise. However, we shall direct the reader to relevant resources

when these comparisons can be made and highlight any that we deem especially important. We

recommend that the knowledgeable reader keeps these comparisons in mind, since it will make

the technical details in our main results more apparent.



An Introduction to Lorentzian Pre-length Spaces

8
This chapter is split into two main sections. In Section 8.1, we introduce the notion of

a Lorentzian pre-length space as our principle synthetic Lorentzian structure, alongside the

Lorentzian model spaces of constant curvature, against which we make our comparisons. We

then move on to defining curvature bounds via triangle comparison and illustrate, with reference

to the definition’s metric counterpart, why said comparison technique should only require the

existence of distance realising curves up to a certain length, in contrast to the definition provided

by [116, Definition 4.7], which requires distance a realising curve between every pair of points.

In Section 8.2, we review the concepts of angles and hinges in a Lorentzian pre-length space,

before providing definitions of curvature bounds associated with each of these notions. While

there are a wide array of comparison conditions we could choose from, see [123], we shall only

require triangle, hinge, and angle comparison to prove the main results in this part of the thesis.

Under relatively mild assumptions on our spaces, which we shall state at the end of this chapter,

these three comparison conditions are known to be equivalent.

8.1 Fundamentals of Lorentzian Pre-length Spaces

We begin this chapter by describing some fundamental properties of the Lorentzian pre-length

space framework and contrasting them with the metric setting. In particular, we discuss the

causal classification of curves, the Alexandrov topology, and the definition of curvature bounds

via triangle comparison. Along the way we introduce several rungs of the causal ladder [127,147]

which will be necessary in later proofs. For a more extensive exposition regarding the framework

as a whole, we direct the interested reader to [116].

117
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Mirroring the previous chapter, let us start by defining the synthetic Lorentzian analogue

of metric spaces, namely Lorentzian pre-length spaces [116, Definition 2.8]:

Definition 8.1.1 (Lorentzian Pre-length Space)

Let pX, dq be a metric space equiped with two relations denoted ¤,! and a function τ : X �
X Ñ r0,8s. The quintuple pX, d,¤,!, τq is called a Lorentzian pre-length space it satisfies the

following:

(i) Causal space: ¤ is a reflexive and transitive relation, and ! is a transitive relation con-

tained in ¤.

(ii) Semi-continuity: τ is lower semi-continuous with respect to d.

(iii) Timelike positivity: τpx, yq ¡ 0 ðñ x ! y.

(iv) Reverse triangle inequality: τpx, zq ¥ τpx, yq � τpy, zq for x ¤ y ¤ z.

The function τ is then called the time separation function, with ¤ and ! referred to as the causal

relation and timelike relation, respectively. For brevity, we shall denote a Lorentzian pre-length

space by its associated set X when the supplementary structures are clear from the context.

Let us make the comparison to metric geometry more explicit. The time separation function

τ takes the place of the distance function and now satisfies a reverse triangle inequality in place

of the usual triangle inequality, reflecting the change in signature in the corresponding smooth

settings. Positivity in Definition 7.1.1 is replaced with the notion of timelike positivity here, with

the time separation of points x and y being non-negative in general and positive when the points

are timelike related. This is an inherently non-symmetric construction between timelike related

points: a pair of points x, y P X satisfying x ! y and τpx, yq ¡ 0 need not satisfy y ! x a priori,

so τpy, xq may vanish. Indeed, [116, Proposition 2.14] shows that for x � y, if τpx, yq is positive

and finite, then τpy, xq � 0, so x ! y but y �! x.

Furthermore, unlike distance functions, the time separation τ need not be finite nor con-

tinuous, with only semi-continuity being enforced via the underlying metric space pX, dq in point

(ii) of Definition 8.1.1. The main role of the distance function d here is to provide a topo-

logy, hence, when we refer to topological notions such as neighbourhoods and continuity, these

are defined with respect to d. This mimics how any C k-Lorentzian spacetime, being a smooth

manifold equipped with a C k-Lorentzian metric (k ¥ 0), admits a Riemannian metric which

provides the manifold topology [148, Proposition A.3.]. The synthetic Lorentzian construction

has a synthetic Riemannian construction underlying it, in the form of a metric space, in the same

way the smooth Lorentzian manifold has a smooth Riemannian manifold underlying it. Indeed,

for smooth spacetimes, the Lorentzian and Riemannian metrics induce a Lorentzian pre-length
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space structure:

Example 8.1.2 (Spacetimes as Lorentzian pre-length spaces)

Let pM, gq be a smooth spacetime and assume that g has Lorentzian signature p�,�,�, � � � q.
Recall that a curve γ in a spacetime is called timelike if the tangent vector γ1ptq at each point on

the curve satisfies gpγ1ptq, γ1ptqq   0. Similarly, γ is called null if gpγ1ptq, γ1ptqq � 0 and causal if

it is timelike or null at each point on the curve.

The manifold topology on M is induced by any choice of Riemannian metric h on M , and

as in (6.0.3), we may define a distance function dh on M . Define the timelike (resp. causal)

relation as follows: x ! y (resp. x ¤ y) if there exists a future-directed timelike (resp. causal)

curve from x to y. Finally, taking the length of a curve γ : ra, bs Ñ M to be as in (6.0.1), the

time separation of x, y PM is induced by the Lorentzian metric g similarly to how a Riemannian

metric induces a distance function, namely

τgpx, yq :� suptLgpγq | γ a future directed causal curve from x to yu , (8.1.1)

for x ¤ y and zero otherwise. It is then straightforward to verify that these choices satisfy the

required properties in Definition 8.1.1, see [116, Examples 2.2, 2.11].

△

The structure of a Lorentzian pre-length space draws inspiration not only from the definition

of a metric space, but also from that of a causal space cf. [117, Section 1.2], as indicated by the

aforementioned lack of symmetry and by condition (i) in Definition 8.1.1. This enables us to

capture the inherently Lorentzian notions of causality and chronology via relations describing

the ordering of points in time. In particular, we have the push-up condition [116, Lemma 2.10]

x ¤ y ! z ñ x ! z (similarly for x ! y ¤ z) . (8.1.2)

However, the causal space as defined by Kunzinger and Sämann is actually a slight generalisation

of that found in [117]. This is because the definition of a Lorentzian pre-length space does not

force the timelike relation to be irreflexive, that is, we admit points x P X such that x ! x. In

particular, x ! x if and only if τpx, xq � 8, otherwise τpx, xq � 0 [116, Proposition 2.14]. We

call spaces for which ! is irreflexive chronological . Furthermore, the causal relation need not be

a partial order, that is, there may exist x, y P X such that x ¤ y and y ¤ x, but x � y. Spaces

for which x ¤ y ¤ x implies x � y are called causal-ordered .1

1The seminal paper [116, Definition 2.35] calls this property causal, but we feel that the terminology “causal
causal space” is rather awkward and could lead to confusion.
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As in the metric setting, an interval refers to any connected subset I � R. Given an interval

I, a curve γ : I Ñ X in a Lorentzian pre-length space X is a locally 1-Lipschitz continuous map

with respect to the distance function d, i.e. for each compact subsetK � I there exists a constant

CK ¥ 0 such that for all a, b P K, we have

dpγpaq, γpbqq ¤ CK |b� a| . (8.1.3)

As before, γxy is a curve from x to y with γpaq � x and γpbq � y.

Here, we assume curves to be locally 1-Lipschitz continuous a priori, rather than just

continuous as in the metric case. This again takes inspiration from the study of C k-spacetimes,

where locally 1-Lipschitz curves with respect to the underlying Riemannian metric are generally

considered due to their integrability [148, Section 2.1]. Whilst it could be argued that continuous

curves are more natural for synthetic geometry due to continuity being the weaker condition,

defining curves to be locally 1-Lipschitz also has practical benefits in Lorentzian pre-length

spaces, with the limit curve theorem [116, Theorem 3.7] demonstrating that sequences of (locally

1-Lipschitz) causal curves in compact sets have subsequences which converge to curves of the

same type.

As discussed in 8.1.2, curves on a smooth Lorentzian manifold admit an additional classi-

fication depending on whether or not the points along the curve are all timelike, causal, null,

or spacelike related. We can similarly classify timelike, causal, and null curves using the causal

space structure pX,¤,!q and time separation function τ .

Definition 8.1.3 (Causal and Timelike Curves)

Let X be a Lorentzian pre-length space. A non-constant2 curve γ : ra, bs Ñ X is called future-

directed causal (resp. timelike) if γpsq ¤ γptq (resp. γpsq ! γptq) for all s   t in ra, bs. Similarly,

a curve is called past-directed causal (resp. timelike) if γpsq ¤ γptq (resp. γpsq ! γptq) for all

s ¡ t in ra, bs. For brevity and without loss of generality, we assume that causal curves (inclusive

of timelike curves) are future-directed unless explicitly stated otherwise. A null curve is then a

causal curve along which no two points are related by !.

While it is possible to define spacelike curves as those curves γ : ra, bs Ñ X whose points

are not causally related in either direction, the utility of such a class in Lorentzian pre-length

spaces is minimal, since we cannot compute their length with respect to the time separation

function. In the words of [116] “there is no built-in notion of a spacelike curve in our setting.”

Consequently, when considering synthetic curvature bounds on Lorentzian pre-length spaces,

2Note that this still admits curves which are constant on some subinterval of ra, bs.
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we can only describe triangles with sides given by causal curves (in fact, we require at least

two sides to be timelike), hence only bound the curvature of timelike planes. The work [149]

demonstrates that for sufficiently well behaved spacetimes, this is equivalent to a bound on the

timelike sectional curvature.

Definition 8.1.4 (τ-length)

Let X be a Lorentzian pre-length space. The τ -length of a causal curve γ : ra, bs Ñ X from x

and y in X is given by

Lτ pγq :� inf

#
n�1̧

i�0

τpγptiq, γpti�1qq
����� a � t0   t1   . . .   tn � b, n P N

+
. (8.1.4)

A causal curve γ : ra, bs Ñ X is called τ -rectifiable if Lτ pγ|rs,tsq ¡ 0 for all a ¤ s   t ¤ b.

The τ -length of a (future-directed) causal curve γ : ra, bs Ñ X is additive by [116, Lemma

2.25]; for c P pa, bq we have

Lτ pγq � Lτ pγ|ra,csq � Lτ pγ|rc,bsq . (8.1.5)

Recall that, in the metric setting, applying the triangle inequality for the distance function

d to the sum in (7.1.2) tells us that approximating the d-length of a curve using increasingly fine

partitions of the curve’s domain results in a non-decreasing sequence. In particular, Ldpγq ¥
dpγpaq, γpbqq. As such, the length of a curve is defined as the supremum over such partitions.

Performing a similar exercise here and applying the reverse triangle inequality for the time

separation τ to the sum in (8.1.4), we find that approximating the τ -length of a causal curve

using increasingly fine partitions of the curve’s domain results in a non-increasing sequence. In

particular, Lτ pγq ¤ τpγpaq, γpbqq for any causal curve γ : ra, bs Ñ X. As such, the length of a

curve is defined as an infimum in this setting. Furthermore, causal distance realisers in spaces

with Lorentzian signature (be they C k-spacetimes or Lorentzian pre-length spaces) are then an

example of a “longest curve” and are defined as follows:

Definition 8.1.5 (Longest Curves and Distance Realisers)

Let X be a Lorentzian pre-length space and let γ : ra, bs Ñ X be a causal curve from x to y in

X. The curve γ is called a longest curve from x to y if, for all other causal curves γ̃ from x to

y in X, we have Lτ pγq ¥ Lτ pγ̃q. If Lτ pγq � τpx, yq, then γ is called a distance realiser.

Timelike distance realisers are τ -rectifiable causal curves by [116, Proposition 2.34] and

τ -rectifiable causal curves are timelike curves by [116, Lemma 2.30]. In particular, a distance
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realiser is timelike if and only if it is τ -rectifiable.

Definition 8.1.6 (Geodesic Space)

A Lorentzian pre-length space X is called an ℓ-geodesic space if there exists a distance realiser

(in the sense of Definition 8.1.5) between every pair of causally related points x, y P X for which

τpx, yq   ℓ. If a distance realiser exists between every pair of causally related points in X, then we

call X a geodesic space. Furthermore, X is called uniquely ℓ-geodesic (resp. uniquely geodesic)

if there exists a unique distance realiser between pairs of causally related points x, y P X for

which τpx, yq   ℓ (resp. between every pair of points in X).

As in the metric setting, distance realisers between points in X need not be exist or be

unique (see Remark 8.1.27), so where the choice of distance realiser is important, we shall write

our selection explicitly. Otherwise the reader is free to pick their favourite and we shall simply

write γxy, for example. Since we do not use metric and Lorentzian distance realisers simultan-

eously, we generally do not state which of the two notions we refer to, since context will be a

sufficient indicator.

Now that we have decided upon an appropriate class of curves, namely causal distance

realisers, we turn our attention to constructing triangles from said curves.

Definition 8.1.7 (Admissible Causal Triangles)

Let X be an Lorentzian pre-length space. An admissible causal triangle in X consists of a

collection of three points x, y, z P X (the vertices), which must satisfy τpx, zq   8 and either

x ! y ¤ z or x ¤ y ! z. Furthermore, the time separations of the vertices, if non-zero,

are realised by pairwise connecting distance realisers γxy, γxz, γyz (the sides). Vanishing time

separations may be realised by either null or constant curves. We will denote such a triangle

by ∆px, y, zq, where points are written according to their causal order. If we additionally have

x ! y ! z, then the points and distance realisers comprise a timelike triangle, cf. [116, Lemma

4.4].

By the reverse triangle inequality in Definition 8.1.1, the side γxz of an admissible causal

triangle ∆px, y, zq is said to be the longest side, with the γxy and γyz being referred to as the

short sides. A side between timelike related points shall be referred to as a timelike side, even

though the realising curve may merely be causal. We write p P ∆px, y, zq to indicate that a point

p P X lies on the triangle and p P γxy to specify that p lies on the side between x and y, for

example.

We call an admissible causal triangle ∆px, y, zq non-degenerate if the reverse triangle in-

equality is strict for the vertices of the triangle, i.e. if τpx, zq ¡ τpx, yq � τpy, zq. An ad-
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missible causal triangle is therefore called degenerate if it satisfies triangle equality τpx, zq �
τpx, yq � τpy, zq. In particular, this holds if the triangle is given by a single distance realiser,

that is, if γxy and γyz are segments of γxz, by (8.1.5).

Let us now introduce the key components of comparison geometry in Lorentzian pre-length

spaces: the Lorentzian model spaces of constant curvature and comparison triangles in them. As

in Section 7.1, we write Rm,n with m,n P N0 for the vector space Rm�n equipped with indefinite

inner product

bm,npx, yq :� �
m̧

i�1

xiyi �
ņ

i�1

xm�iym�i , (8.1.6)

for x � px1, x2, � � �xm�nq and y � py1, y2, � � � ym�nq and describe the Lorentzian model spaces in

terms of quadric surfaces in suitable Rm�n. We refer to the directions with indices 1, 2, � � �m as

time directions, while the remaining indices correspond to spacial directions, so Rm,n has m time

directions and n spacial directions. More detail on the explicit constructions in the Lorentzian

case can be found in [125, Definition 1.11] and [125, Proposition 4.29]. There should be no

confusion between the Riemannian and Lorentzian model spaces, since we shall not consider

them simultaneously, however we shall use K to denote the curvature of a (synthetic) Lorentzian

space, as opposed to k in the metric case, cf. Definition 7.1.9.

Definition 8.1.8 (Lorentzian Model Spaces)

The Lorentzian model space of constant curvature K is the unique, simply connected, two-

dimensional, Lorentzian manifold with sectional curvature K, which we denote by L2pKq. In

particular,

L2pKq �

$'''&
'''%
dSprq K � 1

r2
¡ 0

R
1,1 K � 0

AdSprq K � � 1
r2
  0

(8.1.7)

Here, dSprq denotes the universal cover of 2-dimensional de Sitter space 
x P R1,2

�� b1,2px, xq � r2
(

with scale factor r, which can be thought of as a one-sheeted hyperbol-

oid with skirt radius r and axis of rotation given by the time direction in R1,2. Similarly, AdSprq
denotes the universal cover of 2-dimensional anti-de Sitter space

 
x P R2,1

�� b2,1px, xq � �r2(
with scale factor r, which can be thought of as a one-sheeted hyperboloid with skirt radius r and

axis of rotation given by the space direction in R2,1. Finally, R1,1 is the well-known Minkowski

space.

Each of the Lorentzian model spaces can be viewed as a smooth Lorentzian manifold M ,

equipped with the Lorentzian metric given by the restriction of the pseudo-Riemannian met-
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x
t

(a) Two-dimensional de Sitter space mod-
elled as a hyperboloid in R1,2 with axis of
rotation given by the time direction. This
results in the spacial coordinate x on dSprq
being periodic.

t

x

(b) Two-dimensional anti-de Sitter space-
time modelled as a hyperboloid in R

2,1

with axis of rotation given by the space dir-
ection. This results in the time coordinate
t on AdSprq being periodic.

Figure 8.1.1: Hyperboloid models of de Sitter and anti-de Sitter space. Both of these spaces
exhibit non-contractible curves and are therefore not simply connected.

ric (8.1.6) (where x and y are viewed as vector fields on M) on their respective ambient spaces.

Viewed in this way, the model spaces are spacetimes, cf. Example 8.1.2, hence Lorentzian pre-

length spaces.

Unlike in the Riemannian case, when considering the Lorentzian model spaces of constant

non-zero curvature, we are required to consider the universal covering of a quadric surface, rather

than the surface itself. This is because both de Sitter and anti-de Sitter, as constructed above, are

one-sheeted hyperboloids, which are not simply connected, since one can draw a non-contractible

circle around their neck3, see Figure 8.1.1. The process of taking the universal cover effectively

“rolls out” the hyperboloid so that it is no longer periodic and does not admit such curves.

During the remainder of this thesis, when we refer to (anti-)de Sitter space it is understood that

we mean the universal covering thereof.

Definition 8.1.9 (Comparison Triangles and Points)

Let X be a Lorentzian pre-length space and L2pKq the model space of constant curvature K,

equipped with its natural time separation function τK . Let ∆px, y, zq be an admissible causal

triangle in X. An admissible causal triangle ∆px̄, ȳ, z̄q in L2pKq is called a comparison triangle

3In the case of anti-de Sitter, these non-contractible curves are examples of closed timelike curves [150].
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for ∆px, y, zq if

τpx, yq � τKpx̄, ȳq, τpy, zq � τKpȳ, z̄q, and τpx, zq � τKpx̄, z̄q , (8.1.8)

that is, if the τ -lengths of the sides of the two triangles in their respective spaces are equal.

Assume that the side γxy of the triangle ∆px, y, zq has timelike related endpoints x ! y and

let p P γxy be a point on that side (analogously for γxz if x ! z and γyz if y ! z). The comparison

point for p in a comparison triangle ∆px̄, ȳ, z̄q is the unique point p̄ P γx̄ȳ satisfying

τpx, pq � τKpx̄, p̄q and τpp, yq � τKpp̄, ȳq . (8.1.9)

In contrast to Definition 7.1.10, the order of the points in (8.1.8) and (8.1.9) are important —

we write points following the causal ordering of the curve on which they lie.

As when we discussed triangle comparison in metric geometry, we shall drop the subscript

from τK where it is clear which model space we refer to and denote the time separation on both

X and L2pKq by τ . Points in the model space will be decorated with bars e.g. x̄, from which

it should be clear when we refer to the time separation on the model space. Furthermore, when

we say time separation between points in X and points in L2pKq are equal, we omit the caveat

“in their respective time separations.”

In Definition 8.1.7, we required admissible causal triangles to have finite time separation

between their vertices, with τpx, zq   8 being imposed and the reverse triangle inequality

implying τpx, yq, τpy, zq   8. For the purposes of triangle comparison, however, this restriction

is mostly a formality since we shall only be considering admissible causal triangles for which a

corresponding comparison triangle exists. In particular, the values of the time separation between

the vertices of the admissible causal triangle in X must be attained by the time separation on

L2pKq. As in Definition 7.1.11, these conditions shall be referred to as size-bounds.

However, if we use the τ -diameter (or timelike diameter) defined for Lorentzian pre-length

spaces in complete analogy to Definition 7.1.2, that is,

diamτ pXq :� suptτpx, yq |x, y P Xu , (8.1.10)

we run into issues when K   0 and we are make comparisons to L2pKq � AdS
�

1?�K

	
. In

particular, the time separation function (8.1.1) on AdS
�

1?�K

	
takes values in

�
0, π?�K

�
Y t8u

for K � � 1
r2

. We shall discuss how this pathological behaviour occurs in Remark 8.1.27, where

it results in another, more nuanced problem. For now, note that admissible causal triangles in a
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Lorentzian pre-length space X with (at least one) side γ such that Lτ pγq P
�

π?�K ,8
	

have no

comparison triangle in AdS
�

1?�K

	
, since no distance realisers of τ -length Lτ pγq exist in that

model space.

Consequently, we now introduce the finite timelike diameter [125, Definition 1.11], which is

the supremal value of the time separation between points which are not infinitely far apart.

Definition 8.1.10 (Finite Timelike Diameter)

Let X be a Lorentzian pre-length space.

(i) The finite timelike diameter of X is given by

diamfinpXq :� supptτpx, yq |x, y P Xuzt8uq , (8.1.11)

i.e., the supremum of all values τ takes except 8.

(ii) We denote the finite timelike diameter of L2pKq by DK . In particular,

DK :� diamfinpL2pKqq �
$&
%8 K ¥ 0,

π?�K K   0.
. (8.1.12)

Definition 8.1.11 (Timelike Size-Bounds)

Let X be a Lorentzian pre-length space. The vertices x, y, z of an admissible causal triangle

∆px, y, zq in X are said to satisfy size-bounds for the model space L2pKq if

τpx, zq   DK . (8.1.13)

In particular, x, y, z satisfy the conditions of the realisability lemma [116, Lemma 4.6]4, hence

admit a unique comparison triangle ∆px̄, ȳ, x̄q in L2pKq. For the remainder of this thesis, we

tacitly state that the triangle itself satisfies size-bounds and assume that the vertices of admissible

causal triangles satisfy size-bounds unless explicitly stated otherwise.

At this stage, we highlight why it is necessary to allow the non-timelike sides of admissible

causal triangles to be realised by a constant curve. Consider the degenerate admissible causal

triangle ∆px, y, zq with τpx, yq � 0 (γxy may be null or constant) and τpy, zq � τpx, zq ¡ 0. Let

∆px̄, ȳ, z̄q be a comparison triangle for ∆px, y, zq in L2p0q. The side γx̄z̄ is given by the unique

distance realiser from x̄ to z̄ in L2p0q, which is described by a timelike line. However, by (8.1.5),

4With the additional constraint that at most one of the τ -lengths may vanish.
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the curve given by the concatenation of γx̄ȳ � γȳz̄ has length

τpx̄, ȳq � τpȳ, z̄q � τpx, zq � τpx̄, z̄q , (8.1.14)

and is therefore also a distance realiser from x̄ to z̄. Hence, γx̄z̄ � γx̄ȳ�γȳz̄ by uniqueness. Since

γx̄z̄ is a timelike line, γx̄ȳ cannot be a null curve, from which it follows that it must be a constant

curve, with x̄ � ȳ. This process illustrates the fact that the unique comparison triangle in L2pKq
for a degenerate admissible causal triangle is a timelike line.

In summary, if we did not allow non-timelike sides of admissible causal triangles to be

realised by constant curves, then some admissible causal triangles with null sides would not have

admissible causal comparison triangles in one or more of the model spaces. In particular, if

an admissible causal triangle has a side realised by a constant curve, then the τ -lengths of the

two timelike sides are equal, since they are both distance realisers. Furthermore, on a uniquely

geodesic space, these distance realisers must coincide and all admissible causal triangles with a

side given by a constant curve degenerate to a timelike line.

The attentive reader may have noticed the absence of a particular concept from our intro-

ductory foray into synthetic Lorentzian geometry thus far, namely that of a Lorentzian length

space with an intrinsic time separation function. Such spaces are analogous to metric length

spaces with intrinsic distance function, however their construction is a little more involved, since

we must respect the causal character of curves. In order to provide their definition, we first need

to take a brief detour up the causal ladder.

8.1.1 Topology of Lorentzian Pre-length Spaces

In this subsection, we provide a minimal overview of the relevant rungs of the causal ladder

required for our globalisation theorems, focusing on the topological constraints of strong causality

and global hyperbolicity. Along the way, we also introduce the notion of a Lorentzian length

space. Let us begin our detour with another observation by [117, Section 1.2]; the causal (¤)

and timelike (!) relations can be used to define neighbourhoods on a causal space, which in turn

may be used to describe its topology.

Definition 8.1.12 (Causal and Timelike Pasts and Futures)

Let pX,¤,!q be a causal space as defined in Definition 8.1.1.

(i) The causal future (resp. past) of a point x P X is given by

J�pxq :� ty P X |x ¤ yu (resp. J�pxq :� ty P X | y ¤ xu) . (8.1.15)



128 8.1 Fundamentals of Lorentzian Pre-length Spaces

(ii) The timelike future (resp. past) of a point x P X is given by

I�pxq :� ty P X |x ! yu (resp. I�pxq :� ty P X | y ! xu) . (8.1.16)

(iii) The causal (resp. timelike) diamond with past governing point x and future governing point

y is given by

Jpx, yq :� J�pxq X J�pyq � tz P X |x ¤ z ¤ yu
(resp. Ipx, yq :� I�pxq X I�pyq � tz P X |x ! z ! yu) .

(8.1.17)

Since the causal and timelike relations are both transitive, (8.1.17) implies that a causal

(resp. timelike) diamond is empty if the the past and future governing points are not causally

(resp. timelike) related in that order. The causal relation is also reflexive, so if the governing

points of a causal diamond Jpx, yq are causally related, we have

x ¤ x ¤ y and x ¤ y ¤ y . (8.1.18)

Hence, the governing points of a causal diamond are contained within the diamond and the

converse statement also holds — a causal diamond is empty if and only if its governing points

are not causally related. For timelike diamonds, it is not generally true that the governing points

are contained within the diamond, so timelike related governing points do not imply that a

timelike diamond is non-empty. In the remainder of this thesis, diamonds are non-empty (and

hence have causal/timelike related governing points) unless explicitly stated otherwise.

Timelike diamonds have some additional properties which make them favourable over ar-

bitrary neighbourhoods of points when studying the time separation function. In particular,

the governing points of a timelike diamond may be used to control the time separation between

points within the diamond.

Lemma 8.1.13 (Timelike Diamond Properties)

Let X be a Lorentzian pre-length space and Ipx�, x�q be a timelike diamond with governing

past governing point x� and future governing point x�. The following properties hold for all

y, z P Ipx�, x�q such that y ¤ z:

(i) Causal convexity: Jpy, zq � Ipx�, x�q.

(ii) Bounded time separation: τpy, zq ¤ τpx�, x�q.

Proof. Let us prove each property in turn.
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(i) First note that x� ! y ¤ z ! x�. Since Jpy, zq is non-empty by definition, consider an

arbitrary point p P Jpy, zq, i.e. y ¤ p ¤ z. We therefore have x� ! y ¤ p and from (8.1.2)

it follows that x� ! p. Analogously, we find p ! x�, so p P Ipx�, x�q as required. In

particular, if γyz is a causal curve, then γyz � Jpy, zq � Ipx�, x�q.

(ii) Since x� ! y ¤ z ! x�, our result follows from repeated applications of the reverse triangle

inequality:

τpx�, x�q ¥ τpx�, yq � τpy, x�q ¥ τpx�, yq � τpy, zq � τpz, x�q , (8.1.19)

with the non-negativity of τ yielding τpx�, x�q ¥ τpy, zq.

Now let pX, d,¤,!, τq be a Lorentzian pre-length space. Recall how, in Definition 8.1.1

and Definition 8.1.3, we imposed semi-continuity and Lipschitz continuity with respect to the

topology induced by the (seemingly arbitrary) distance function d on X. As an alternative, we

may use timelike diamonds as a means of defining topology on X:

Definition 8.1.14 (Alexandrov Topology)

The Alexandrov topology with respect to ! on a causal space pX,¤,!q is the topology generated

by taking the set of all timelike diamonds I :� tIpx, yq |x, y P Xu as a subbase. In particular,

every open set in the Alexandrov topology can be given as the union of finite intersections of

timelike diamonds.

Being able to describe the topology of a Lorentzian pre-length space in terms of timelike

diamonds is useful because it enables us to apply Lemma 8.1.13 within a neighbourhood of each

point. As such, let us distinguish Lorentzian pre-length spaces for which the metric topology and

the Alexandrov topology coincide, following the conventions of [116, Definition 2.35]:

Definition 8.1.15 (Strong Causality)

A Lorentzian pre-length space X is called strongly causal if the metric topology induced by d

coincides with the Alexandrov topology with respect to !. That is, I :� tIpx, yq |x, y P Xu is a

subbase for the metric topology induced by d.

Let us now turn to defining the notion of a Lorentzian length space, that is, a Lorentzian

pre-length space with an intrinsic time separation function. As with the definition of a Lo-

rentzian pre-length space, we must ensure that we respect both the causal structure defined by

¤, ! and the topology defined by d. We begin by introducing the notion of a (locally) causally

closed Lorentzian pre-length space, for which sequences of causally related points converge to
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another pair of causally related points. This property also arises in the definition of an angle in

a Lorentzian pre-length space as given by [125] (see also Section 8.2).

Definition 8.1.16 (Locally Causally Closed)

Let X be a Lorentzian pre-length space. A neighbourhood U of a point x P X is called causally

closed if, for pairs of sequences pn Ñ p P Ū and qn Ñ q P Ū such that pn, qn P U and pn ¤ qn for

all n P N, we have p ¤ q. That is, ¤ is closed with respect to d in Ū � Ū , where Ū is the closure

of U . A Lorentzian pre-length space X is called locally causally closed if every point x P X has

a causally closed neighbourhood.

Definition 8.1.17 (Lorentzian Length Space)

Let X be a locally causally closed Lorentzian pre-length space. Then X is called a Lorentzian

length space if additionally:

(i) X is localisable in the sense of [116, Definition 3.16].

(ii) X is causally path connected: For x, y P X such that x � y, if x ¤ y (resp. x ! y) then

there exists a future directed causal (resp. timelike) curve from x to y.

(iii) τ is intrinsic: For all x, y P X, the time separation is given by

τpx, yq :� suptLτ pγq | γ are future-directed causal curves from x to yu , (8.1.20)

where we define τpx, yq � 0 if there are no future-directed causal curves from x to y.

Recall from Definition 8.1.5 that distance realisers in a Lorentzian pre-length space are

longest curves. As for the distance function in the metric setting, imposing that the time separ-

ation is intrinsic yields the converse statement. That is, if a longest curve exists, then it attains

the supremum in (8.1.20) and the curve is a distance realiser.

Definition 8.1.18 (Globally Hyperbolic)

A Lorentzian pre-length space X is called globally hyperbolic if the causal diamonds Jpx, yq are

compact for all x, y P X and for every compact set K � X there exists a constant CK such that

Ldpγq ¤ CK for all causal curves γ contained in K.

When used tactfully, the globally hyperbolic Lorentzian length space is the Swiss army knife

of synthetic Lorentzian spaces, incorporating all of the tools we have gathered this far into one

neat package. In particular, the causal ladder [116, Theorem 3.26] tells us that strongly causal

Lorentzian length spaces are chronological, while globally hyperbolic Lorentzian length spaces

are strongly causal. In fact, by [116, Theorems 3.28, 3.30], globally hyperbolic Lorentzian length
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spaces are geodesic and have finite, continuous time separation function. Furthermore, we have

the following result:

Proposition 8.1.19 (Global Hyperbolicity Implies Causal Closure)

Let X be a globally hyperbolic Lorentzian length space. Then X is causally closed.

Proof. First recall that, for globally hyperbolic Lorentzian length spaces X, the causal pasts and

futures J�pxq are closed for all x P X, see [147, Proposition 3.12]. The remainder of the proof

follows [151, Theorem 4.12] in the setting of globally hyperbolic spacetimes.

Let pn Ñ p and qn Ñ q be a pair of sequences in X with pn ¤ qn. We want to show p ¤ q.

Let r P I�pqq such that for sufficiently large n, we have qn P I�prq (recall here that I�prq is

open). Consequently, we find pn ¤ qn ! r, which in turn implies pn ! r. Hence, for large enough

n, both pn, qn P I�prq � J�prq. Since J�prq is closed, this then implies that p P J�prq and

r P J�ppq.
Since q P J�pqq, there exists a sequence of such r, say trkukPN � I�pqq, such that rk Ñ q

(see [147, Propositions 3.11, 3.12] for more details). In particular, rk P J�ppq for all k. As J�ppq
is closed, it follows that q P J�ppq, i.e. p ¤ q, as required.

Lorentzian length spaces also possess a property known as non-timelike local isolation,

which we shall introduce in the next section.

8.1.2 Timelike Curvature Bounds via Triangle Comparison

In this subsection, we will finally provide the definition of a Lorentzian pre-length space with

timelike curvature bounds. However, the knowledgeable reader will notice some subtle differences

between our definition and the original definition provided in [116, Definition 4.7]. Therefore,

the bulk of this subsection is dedicated to clarifying these technical details (first proposed by the

authors in [2]), as well as several others we have brushed under the carpet thus far.

Mirroring the metric setting, cf. Definition 7.1.12, we consider timelike triangles satisfying

size-bounds (see Definition 8.1.11) for K P R, since these are the triangles for which comparison

triangles in L2pKq exist. However, in contrast to the metric setting, the original definition

of timelike curvature bounds requires the existence of a distance realiser between points an

arbitrarily large time separation apart; the Lorentzian pre-length space is assumed to be geodesic.

The first modification we make is weakening this constraint to DK-geodesic, in-line with the

metric setting.

The second modification we make concerns the time separation function τ on the Lorentzian

pre-length space X. In [116, Definition 4.7], τ is required to be finite and continuous on X. This
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constraint has no analogue in the metric setting, but is instead intended to mimic the fact that

the distance function on a metric space is continuous and can be assumed to be finite a priori.5

However, in the synthetic Lorentzian setting, if we are only interested in points a finite time

separation less than DK apart, then it is not necessary to impose that τ is finite, nor indeed that

it is continuous on the whole domain (rather on some suitable sub-domain consisting of points

which are not too far apart).

In summary, all properties of a comparison neighbourhood should respect the appropriate

range of values for τ , with respect to the model space L2pKq. In particular, we are not interested

in how the Lorentzian pre-length space behaves at time separations which cannot be realised in

the model space. The resulting definition of timelike curvature bounds is as follows:

Definition 8.1.20 (Curvature Bounds by Triangle Comparison)

Let X be a Lorentzian pre-length space. An open subset U is called a p¥ Kq-comparison neigh-

bourhood (resp. p¤ Kq-comparison neighbourhood) if:

(i) τ is continuous on pU � Uq X τ�1pr0, DKqq and pU � Uq X τ�1pr0, DKqq is open (in the

product topology on X �X).

(ii) For all x, y P U with x ! y and τpx, yq   DK , there exists a distance realiser connecting

them which is contained entirely in U . That is, U is DK-geodesic with respect to τ |U�U in

the sense of Definition 8.1.6.

(iii) Let ∆px, y, zq be a timelike triangle in U , with p, q two points on the sides of ∆px, y, zq.
Let ∆̄px̄, ȳ, z̄q be a comparison triangle in L2pKq for ∆px, y, zq and p̄, q̄ comparison points

for p and q, respectively. Then

τpp, qq ¤ τpp̄, q̄q (resp. τpp, qq ¥ τpp̄, q̄q) . (8.1.21)

We say X has timelike curvature bounded below by K if it is covered by timelike p¥ Kq-
comparison neighbourhoods. Likewise, X has timelike curvature bounded above by K if it is

covered by timelike p¤ Kq-comparison neighbourhoods.

We say X has global timelike curvature bounded below by K if X itself is a p¥ Kq-
comparison neighbourhood. Similarly, X has global timelike curvature bounded above by K if

X is a p¤ Kq-comparison neighbourhood.

The following proposition illustrates that this new definition of curvature bounds is a gen-

eralisation of the that provided in [116, Definition 4.7].

5See the discussion following Definition 7.1.1.
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Proposition 8.1.21 (Generalised Curvature Bounds)

Let X be a Lorentzian pre-length space. All open p¤ Kq-comparison neighbourhoods in the sense

of [116, Definition 4.7] are p¤ Kq-comparison neighbourhoods in the sense of Definition 8.1.20.

The analogous statement holds for the p¥ Kq case. In particular, if X has a global curvature

bound in the former sense, it also has that global curvature bound in the latter sense.

Proof. Let U be an open comparison neighbourhood in the sense of [116, Definition 4.7] and

consider each part of Definition 8.1.20 in turn.

(i) By definition, the time separation τ is finite and continuous on U�U . Hence, τ is continuous

on pU �UqX τ�1pr0, DKqq as a subspace. Since r0, DKq is open in r0,8q and τ : U �U Ñ
r0,8q is continuous, it follows that pU �Uq X τ�1pr0, DKqq is open in U �U and hence in

X �X.

(ii) Distance realisers exist between any pair of timelike related points in U and are contained

within U by definition. Hence such distance realisers exist between timelike related points

x, y P U such that τpx, yq   DK .

(iii) Since we consider only timelike triangles satisfying size- bounds (see Definition 8.1.11),

the sides of triangles have τ -length at most DK . Consequently, this point is unchanged

between definitions.

Setting U � X yields the statement concerning global curvature bounds.

Under the assumption that X is a chronological Lorentzian pre-length space, we may re-

cover, in part, the restrictions on the finiteness and continuity of τ from [116, Definition 4.7].

We call the time separation function τ locally continuous6 if, for every point x P X, there is a

neighbourhood V � X of x on which τ |V�V is continuous. Similarly, we call τ locally finite if

there is such a collection of neighbourhoods V on which τ |V�V is finite. Any Lorentzian pre-

length space with locally finite τ is chronological, since for any x P X, τpx, xq must be finite

and therefore τpx, xq � 0, cf. the discussion following (8.1.2), from which it follows x �! x. Con-

versely we have the following lemma, which should be considered as a non-intrinsic alternative

to [120, Lemma 4.3], where it is shown that strongly causal Lorentzian length spaces have locally

finite and locally continuous time separation τ .

Lemma 8.1.22 (Locally Finite and Locally Continuous Time Separation)

Let K P R and X be a chronological Lorentzian pre-length space which admits a covering of

6Note that local continuity in this sense does not imply continuity, since τ may not be continuous on neigh-
bourhoods of px, yq P X �X for x � y.
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neighbourhoods U satisfying the property (i) from Definition 8.1.20, i.e.

τ is continuous on pU � Uq X τ�1pr0, DKqq, which is an open set . (8.1.22)

Then X is covered by neighbourhoods V such that τ |V�V is finite and continuous. In particular,

τ |V�V   DK .

Proof. Let X be a chronological Lorentzian pre-length space covered by neighbourhoods U as

detailed above. Consider U � X be a neighbourhood of some x P X which satisfies (8.1.22)

for some K P R. Fix Ũ :� pU � Uq X τ�1pr0, DKqq. By chronology, we have τpx, xq � 0, from

which it follows that px, xq P Ũ . Furthermore, Ũ is open in the product topology, hence there

exists an open neighbourhood V � U � X of x such that V � V � pU � Uq X τ�1pr0, DKqq.7
In particular, τ |V�V   DK and since τ is continuous on Ũ , it is continuous on V � V . If X is

covered by neighbourhoods U , then there exists such a V for each x P X, as required.

The above lemma demonstrates that the time separation function τ , on a chronological Lo-

rentzian pre-length space with timelike curvature bound, is locally finite and locally continuous.

What we may not yet do, however, is assume that τ is finite and continuous on comparison

neighbourhoods a priori, as in [116, Definition 4.7]; that is, the neighbourhoods V may not be

comparison neighbourhoods, as there need not exist distance realisers between points in V which

remain in V (cf. (ii) of Definition 8.1.20). One way of guaranteeing that such distance realisers

exist is to replace V with some causally convex set contained in V , such that τ remains finite

and continuous. Since timelike diamonds are causally convex by (i) of Lemma 8.1.13 and arise

naturally from the causal structure of X, they are a reasonable candidate.

Recall that the set I :� tIpx, yq |x, y P Xu of timelike diamonds on a strongly causal Lo-

rentzian pre-length space X form a subbase for the topology by Definition 8.1.15. In particular,

any point x P X is contained in at least one timelike diamond and has non-empty past and

future in X. However, there need not be a timelike diamond contained in V which contains

x — to ensure that such a diamond exists, we need I to be a basis for the topology. As

shown in [127, Lemma 3.5], X being a non-timelike locally isolating Lorentzian pre-length space

(cf. [126, Definition 3.2.3]) is a sufficient additional requirement to promote I from subbase to

basis:

Definition 8.1.23 (Non-timelike Locally Isolating Spaces)

Let X be a Lorentzian pre-length space and let A � X be a subset of X. Then A is called non-

future (resp. non-past) locally isolating if for all a P A with I�paq � H (resp. I�paq � H) and

7Open sets of the form V � V are a basis for the product topology.
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for all neighbourhoods Ua � A of a there exists b� P Ua, such that a ! b� (resp. b� P Ua, such

that b� ! a). We say A is non-timelike locally isolating if it satisfies both properties.

Note that all Lorentzian length spaces are non-timelike locally isolating as a consequence

of [126, Remark 3.2.4].

Proposition 8.1.24 (Diamonds Form a Basis)

Let X be a strongly causal and non-timelike locally isolating Lorentzian pre-length space. Then the

set I :� tIpx, yq |x, y P Xu forms a basis for the topology. In particular, given any neighbourhood

of any point, we can construct a timelike diamond containing the point, such that the diamond

and its governing points are also contained in the neighbourhood.

Now that we have sufficient conditions under which there exist timelike diamonds within

the neighbourhoods V from Lemma 8.1.22, we may provide criteria for the existence of a covering

of X by comparison neighbourhoods with respect to which the time separation function is locally

finite and locally continuous. The following result may be seen as a refinement of [152, Remark

2.2.12].

Lemma 8.1.25 (Local Automatic Size-Bounds)

Let X be a strongly causal, non-timelike locally isolating, and chronological Lorentzian pre-length

space with timelike curvature bounded above/below by some K P R. Then the set

Ĩ :� tW P I | τ |W�W   DK , W is a comparison neighbourhoodu , (8.1.23)

of timelike diamonds W which satisfy τ |W�W   DK and are curvature comparison neighbour-

hoods (in the sense of either Definition 8.1.20 or [116, Definition 4.7]), form a basis for the

topology on X. In particular, X is covered by such diamonds and all timelike triangles contained

in such a W satisfy size-bounds cf. Definition 8.1.11.

Proof. Let Ũ be a neighbourhood of some x P X. Since X has a timelike curvature bound, there

exists some p¤ (resp. ¥) Kq - comparison neighbourhood U (in the sense of Definition 8.1.20)

containing x, that is, x P U X Ũ . Furthermore, by Lemma 8.1.22, there exists a neighbourhood

V � U of x on which τ |V�V   DK . Hence x P V X Ũ . Since X is strongly causal and

non-timelike locally isolating, Proposition 8.1.24 implies that there exists a timelike diamond

W � Ipx�, x�q � V X Ũ such that x, x� P V X Ũ and x� ! x ! x�. Since W �W � V � V ,

we have τ |W�W   DK .

It remains to verify that W is a p¥ Kq-comparison (resp. p¤ Kq-comparison) neighbour-

hood in the sense of [116, Definition 4.7] (hence also in the sense of Definition 8.1.20 by Propos-
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ition 8.1.21):

(i) By construction, τ is finite on W . Furthermore, τ is continuous on pU �UqX τ�1pr0, Dkqq,
since U is a comparison neighbourhood, therefore τ is continuous on W �W as a subspace.

(ii) By Lemma 8.1.13 (i), timelike diamonds are causally convex, hence distance realisers bet-

ween points in W remain in W . Furthermore, since W � U and U is DK-geodesic, distance

realisers between points in W exist, so W also is DK-geodesic.8

(iii) This coincides with property (iii) of Definition 8.1.20, whichW inherits from the comparison

neighbourhood U , since timelike triangles in W are also timelike triangles in U .

Therefore, for any neighbourhood Ũ of any point x P X, we can construct a timelike

diamond W � U whose governing points are contained in U and which is a comparison neigh-

bourhood satisfying τ |W�W   DK .

Consequently, on strongly causal, non-timelike locally isolating, and chronological Lorentz-

ian pre-length spaces X, we may choose comparison neighbourhoods on which τ is continuous

and τ   DK , without loss of generality. We also have the following corollary:

Corollary 8.1.26 (Equivalence of Curvature Bounds)

A chronological, strongly causal, and non-timelike locally isolating Lorentzian pre-length space X

has (local) timelike curvature bounds in the sense of Definition 8.1.20 if and only if it has (local)

timelike curvature bounds in the sense of [116, Definition 4.7].

Proof. The fact that local curvature bounds in the sense of Definition 8.1.20 imply those in the

sense of [116, Definition 4.7] follows directly from Lemma 8.1.25 — every neighbourhood of every

point contains a timelike diamond which is a comparison neighbourhood in the latter sense.

For the converse implication, let x P X and U be a curvature comparison neighbourhood

of x in the sense of [116, Definition 4.7]. Then by Proposition 8.1.24, there exists a timelike

diamond V � U which contains x. By a similar argument to Lemma 8.1.25, we can show

that V is a comparison neighbourhood in the sense of [116, Definition 4.7]. Furthermore, since

timelike diamonds are open by strong causality, Proposition 8.1.21 yields that V is a comparison

neighbourhood in the sense of Definition 8.1.20.

However, a p¤ (resp. ¥) Kq - comparison neighbourhood in the sense of Definition 8.1.20

need not be a comparison neighbourhood in the sense of [116, Definition 4.7], it must merely

contain one. In particular, it is possible for X to have global curvature bounds in the former

8While V also satisfies (i) and (iii), it need not be causally convex, so distance realisers between points in V
need not stay in V , hence the need to construct a diamond where we can guarantee this property.
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sense but not the latter, since, even with our additional assumptions, Definition 8.1.20 only

requires X to be DK-geodesic and contain a neighbourhood on which τ is finite and continu-

ous, as opposed to being geodesic with (globally) finite and continuous τ . Most importantly

for the globalisation theorems, while chronological, strongly causal, non-timelike locally isolating

Lorentzian pre-length spaces with curvature bounded above/below by K admit coverings of com-

parison neighbourhoods in which triangles automatically satisfy size-bounds, arbitrary triangles

not contained in one of these neighbourhoods may still not satisfy size-bounds in general.

Remark 8.1.27 (Global Curvature Bounds and Anti-de Sitter Space)

Let us return to the problem with the exotic behaviour exhibited by anti-de Sitter spaces, namely

that geodesics (in the smooth sense) in AdSp 1?�K q stop being longest curves when they exceed

length π?�K . Before we proceed, recall that geodesics in anti-de Sitter space arise from the

intersection of anti-de Sitter space with a plane which passes through the origin of the ambient

space R2,1 and the endpoints of the geodesic [153, Figure 11].

We may visualise this non-maximising behaviour by considering a pair of non-antipodal

points x, y on the skirt of AdSp 1?�K q and connecting them via the longer timelike geodesic

between them. We may then create timelike curves of increasing length (given by the Lorentzian

metric as in (6.0.1)) by going out from x towards infinity on one side of the skirt and then

returning to y, see [154, Figure 1]. In particular, the time separation travelled may be made

arbitrarily large by travelling further out along curves which are increasingly null. Consequently,

τpx, yq � 8 and there is no longest curve/distance realiser between x and y.9 Furthermore, if

we let ỹ be the antipodal point to x, then there are two timelike distance realisers of length π?�K
between them, along the skirt of the space. Hence, perturbing from ỹ to some non-antipodal y

on the skirt of the space, the time separation jumps from π?�K to 8.

Therefore, τ is not finite or continuous on anti-de Sitter space, and distance realisers between

points DK � π?�K or further apart need not exist or be unique. It follows that the anti-de Sitter

spaces do not satisfy a global curvature bound with respect to [116, Definition 4.7], but since we

only consider points closer than the finite diameter DK , anti-de Sitter space AdSp 1?�K q does

satisfy curvature bound both above and below by �K in the sense of Definition 8.1.20.

This is similar to the behaviour described by the maximal diameter theorem in Riemannian

geometry [155, Theorem 6.5] in the metric setting. More precisely, in the metric model spaces

Mk with k ¡ 0, there exist infinitely many geodesics between points which are exactly a distance
π?
k

apart (compare the antipodal points on AdS with those on the sphere).

9The path consisting of two timelike rays of infinite length to and from infinity fails to be a distance realiser
as it is not Lipschitz continuous and therefore fails to be a curve.
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△

Before we turn our attention to curvature bounds defined in terms of angles, let us comment

on how to parametrise distance realisers in Lorentzian pre-length spaces. In [116, Section 3.7],

it is shown that for chronological Lorentzian pre-length spaces X with (locally) continuous time

separation function, any timelike distance realiser γ : ra, bs Ñ X with finite τ -length Lτ pγq :� L

admits τ -arclength parametrisation. That is, there exists some σ : r0, Ls Ñ ra, bs such that

γ � σ : r0, Ls Ñ X and

Lτ pγ|rσptq,σpsqsq � τpγpσptqq, γpσpsqqq � |s� t| , (8.1.24)

for all s   t P r0, Ls. As in the metric setting (cf. the discussion following Definition 7.1.3), we

may scale this parametrisation σ such that γ � σ is instead parametrised with constant τ -speed

on r0, 1s and

Lτ pγ|rσptq,σpsqsq � τpγpσptqq, γpσpsqqq � τpγpaq, γpbqq|s� t| . (8.1.25)

These parametrisations γ � σ have the same τ -length and causal character as γ by [116, Lemma

2.28] and [116, Lemma 3.32] respectively. However, they may not be locally 1-Lipschitz with

respect to the distance function d (despite being 1-Lipschitz with respect to τ). Therefore, γ � σ
may not be a causal curve in the sense of Definition 8.1.3.

Since Lemma 8.1.22 implies τ is locally continuous on chronological Lorentzian pre-length

spaces with timelike curvature bound and Definition 8.1.20 only considers points with finite time

separation, unless stated otherwise we assume that timelike distance realisers on chronological

Lorentzian pre-length spaces with curvature bound are constant τ -speed parametrised on r0, 1s.
In particular, let X be a strongly causal, non-timelike locally isolating, and chronological Lo-

rentzian pre-length space with timelike curvature bound. Then timelike triangles in X which

are contained within a comparison neighbourhood and whose sides are given by timelike (not

just causal) distance realisers, can be assumed to have sides parametrised by constant τ -speed

on r0, 1s, due to Lemma 8.1.25.

As observed in [116, Section 4.5], there is no such natural parametrisation on r0, 1s for causal

curves with null pieces. Hence, it is important to highlight here that even if two points x, y P X
with x ! y are joined by a distance realiser γxy, this does not mean that we have x ! p ! y

for all p P γ, since γxy will be a timelike curve if and only if it is τ -rectifiable, see our discussion

following Definition 8.1.5. In particular, distance realisers between timelike related points may

contain a null piece and therefore merely be causal curves, as shown by [116, Example 3.19].
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In order to ensure that the sides of timelike triangles are in fact timelike, we will consider

Lorentzian pre-length spaces which are well-behaved, in the sense that distance realisers between

timelike related points are always timelike. In order to encode this as a property of the space,

we now introduce the notion of regularity.

Definition 8.1.28 (Regular Lorentzian pre-length space)

Let X be a Lorentzian pre-length space. We call X regular if for all x, y P X such that x ! y,

all distance realisers joining x and y are timelike. That is, distance realisers between timelike

related points do not contain a null piece.

8.2 Angles in Lorentzian Pre-length Spaces and Curvature Bounds

Recall from the discussion following Definition 7.1.12 that, in the metric setting, there are several

different comparison conditions we can use to define curvature bounds, with each alternative

involving the replacement of the constraint on points p, q P ∆px, y, zq on the sides of triangles

with a constraint on some other geometric quantity. Furthermore, these conditions are shown to

be equivalent under the assumptions of the globalisation theorems, cf. Section 7.2.

Analogously, in this section we introduce several definitions of timelike curvature bounds

on Lorentzian pre-length spaces, drawing from the pool of definitions collated in [123] and show-

ing that under relatively mild conditions which we have already introduced, these definitions

are equivalent. We limit ourselves to discussing only the definitions which will be used in the

globalisation theorems, namely curvature bounds via angle and hinge comparison. Before we do

so, however, let us first discuss how to define an angle in a Lorentzian pre-length space.

8.2.1 Comparison and Hyperbolic Angles

The concept of a (hyperbolic) angle in a Lorentzian pre-length space was independently intro-

duced in [124, 125] with the intention of providing further characterisation of such spaces under

curvature bounds. In what follows, we predominantly follow the conventions of [123, 125] for

parity with the author’s papers [2, 3].

In this subsection, we will refer to certain triples of points as vertices of an admissible

causal triangles, however it will not be necessary for the distance realisers between the vertices

to exist when we do so. We use this terminology because the triples of points required to

define an angle on a Lorentzian pre-length space need to satisfy the same causal relations as

the vertices of an admissible causal triangle. In particular, since we assume the vertices of

admissible causal triangles satisfy size-bounds for K P R, a comparison triangle exists in L2pKq
cf. Definition 8.1.11. Furthermore, in Chapter 9 and Chapter 10, we will generally work in a
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setting where distance realisers between causally related points do exist, in which case these

points define an admissible causal triangle as expected.

We begin with the observation that hyperbolic angles are defined in the model spaces L2pKq
when they are interpreted as smooth spacetimes via Example 8.1.2. As such, we may define the

angle at some vertex of an admissible causal triangle in a Lorentzian pre-length space X, to be

the angle at the corresponding vertex of the comparison triangle in a given model space L2pKq.
We call this type of angle a K-comparison angle:

Definition 8.2.1 (K-Comparison Angle)

Let X be a Lorentzian pre-length space, K P R and x, y, z (in the stated order) be a the vertices

of an admissible causal triangle in X. Let ∆px̄, ȳ, z̄q be a comparison triangle in L2pKq for

∆px, y, zq and assume that the sides adjacent to x̄ are timelike (analogously for ȳ and z̄). Then:

(i) The K-comparison angle at x is given by the hyperbolic angle at x̄ and between ȳ, z̄ in

L2pKq. Namely:

>̃K
x py, zq :� >

L2pKq
x̄ pȳ, z̄q � arcoshp|g �γ1x̄ȳp0q, γ1x̄z̄p0q� |q , (8.2.1)

where g is the Lorentzian metric on L2pKq, the distance realisers γx̄ȳ, γx̄z̄ are unit speed

parametrised so that their derivatives are normalised, and γx̄ȳp0q � γȳz̄p0q � x̄.

(ii) The sign σ of the K-comparison angle at x is given by the sign of gpγ 1̄xȳp0q, γ 1̄xz̄p0qq.

(iii) The signed K-comparison angle at x is then

>̃K,S
x py, zq :� σ>̃K

x py, zq . (8.2.2)

K-comparison angles are not defined at vertices of a triangle which are adjacent to a non-

timelike side. Furthermore, the sign of the K-comparison angle at x or z (where it is defined) is

always σ � �1, while the sign of the K-comparison angle at y is always σ � �1.

The following two results are direct corollaries of the law of (hyperbolic) cosines [125,

Lemma 2.3] and provide us with several properties of K-comparison angles which will be useful

throughout the remainder of this thesis.

Corollary 8.2.2 (Law of (Hyperbolic) Cosines is Monotone)

Consider an admissible causal triangle ∆̄ in the Lorentzian model space L2pKq, for some K P R.

(i) If the τ -lengths of the two short sides are fixed, then hyperbolic angles in ∆̄ are strictly

monotonically increasing with the τ -length of the long side.
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(ii) If the τ -lengths of the longest side and one of the short sides are fixed, then hyperbolic

angles in ∆̄ are strictly monotonically decreasing with the τ -length of the remaining side.

x

y

z

β

α

γ

Figure 8.2.1: The three angles in a timelike triangle ∆px, y, zq. The angle β at y has sign
σ � �1, while the angles α and γ, at x and z respectively, have sign σ � �1.

Corollary 8.2.3 (Non-degeneracy is Equivalent to Non-Zero Comparison Angles)

Let X be a Lorentzian pre-length space, K P R, and ∆px, y, zq be an admissible causal triangle

in X satisfying size-bounds for K. The triangle ∆px, y, zq is non-degenerate if and only if the

K-comparison angles at each of its vertices are positive, where they are defined. In particular, if

any of the K-comparison angles are zero, then all of the K-comparison angles are zero and the

triangle is degenerate.

Observe that the K-comparison angle at x depends on the points y and z chosen in the

formation of the admissible causal triangle ∆px, y, zq. In order to define the angle between two

timelike curves, we consider limit of the K-comparison angles in a sequence of such triangles,

with the points y and z getting progressively closer to x.

Definition 8.2.4 (Angles)

Let X be a Lorentzian pre-length space and let α : r0, as Ñ X, β : r0, bs Ñ X be two timelike

curves of arbitrary time orientation emanating from x :� αp0q � βp0q.
(i) The upper angle between α and β at x is given by

>xpα, βq :� lim sup
ps,tq PD
s,tÑ0

>̃K
x pαpsq, βptqq , (8.2.3)

where D � p0, as � p0, bs consists of the pairs ps, tq such that x, αpsq, βptq, in some order,
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are the vertices of an admissible causal triangle.

(ii) If the upper angle is finite and given by the limit

>xpα, βq � lim
ps,tq PD
s,tÑ0

>̃K
x pαpsq, βptqq , (8.2.4)

then we call >xpα, βq the angle between α and β at x.

It is shown in [125, Proposition 2.14] that the limit (8.2.4) is independent of the choice

of model space, hence from here onward we drop the decoration K in K-comparison angle and

simply write >̃xpy, zq, where the chosen model space will be clear from context.

The sign of the comparison angle >̃xpαpsq, βptqq is independent of the choice of ps, tq P D,

since the curves α and β are timelike and therefore of fixed time-orientation. Therefore, we define

the sign σ of the (upper) angle to be the sign of the corresponding set of comparison angles.

The signed (upper) angle is then defined as >S
xpα, βq :� σ>xpα, βq. As for comparison angles,

σ � �1 if α and β have the same time orientation and 1 otherwise.

We also introduce the notion of a hinge, which is, in essence, an angle accompanied by its

adjacent curves:

Definition 8.2.5 (Hinges)

Let X be a Lorentzian pre-length space and let α : r0, as Ñ X, β : r0, bs Ñ X be two timelike

distance realisers of arbitrary time orientation emanating at αp0q � βp0q �: x.
(i) The distance realisers α, β along with their associated angle θ :� >xpα, βq at x (if it exists)

are called a hinge which we denote by pα, β; θq.

(ii) Let pα, βq be a hinge at x P X with finite angle θ :� >xpα, βq and K P R. A comparison

hinge for pα, β; θq in L2pKq is a hinge pα̃, β̃; θ̃q in L2pKq consisting of two timelike distance

realisers α̃ and β̃ with the same time orientation and τ -length as α and β respectively, such

that α̃p0q � β̃p0q � x̃ and the angle θ̃ :� >
L2pKq
x̃ pα̃, β̃q � >xpα, βq � θ.

We conclude this subsection with the following useful fact about angles, which provides

sufficient conditions for adjacent angles along a distance realiser to have equal magnitude. This

property was proven in [125, Corollary 4.6], with existence of the two angles proven in [125,

Lemma 4.10], and is analogous to angles along distance realisers in metric geometry summing to

π, cf. [133, Lemma 1.3]. We call such distance realisers balanced .

Proposition 8.2.6 (Balanced Distance Realisers)

Let X be a strongly causal and locally causally closed Lorentzian pre-length space with timelike
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curvature bounded below by K P R, and let α : r0, 1s Ñ X be a timelike distance realiser. Let

x � αptq for t P p0, 1q and consider the restrictions α�psq � α|r0,tspt�sq and α�psq � α|rt,1spt�sq
as past-directed and future-directed distance realisers emanating from x, respectively. Let β be a

timelike distance realiser emanating from x. Then >xpα�, βq � >xpα�, βq.

8.2.2 Alternative Definitions of Timelike Curvature Bounds

As previously discussed, we now introduce alternative definitions of timelike curvature bounds

which feature comparison conditions in terms of angles and hinges. Each of these definitions

has been introduced in the context of Lorentzian pre-length spaces in earlier works (predomin-

antly [125] and [124]) and takes inspiration from the associated metric statement. We direct the

curious reader to [123] for details regarding the wide array of available comparison conditions

and follow the formulation provided by op. cit. here. We begin by stating the definition of

timelike curvature bounds via angle comparison.

Definition 8.2.7 (Curvature Bounds by Angle Comparison)

Let X be a regular Lorentzian pre-length space and K P R. An open subset U is called a p¥ Kq-
(resp. p¤ Kq-)comparison neighbourhood in the sense of angle comparison if:

(i) τ is continuous on pU � Uq X τ�1pr0, DKqq and pU � Uq X τ�1pr0, DKqq is open.

(ii) U is DK-geodesic.

(iii) Let α : r0, as Ñ U and β : r0, bs Ñ U be timelike distance realisers with arbitrary time

orientation, such that x :� αp0q � βp0q and x, αpaq, βpbq, in some causal order, are the

vertices of an admissible causal triangle in U . Then we require:

>S
xpα, βq ¤ >̃K,S

x pαpaq, βpbqq (resp. >S
xpα, βq ¥ >̃K,S

x pαpaq, βpbqq ) . (8.2.5)

(iv) For p¥ Kq-comparison neighbourhoods only: If α, β, γ : r0, εq Ñ U are three timelike

distance realisers of finite τ -length, with x :� αp0q � βp0q � γp0q and α, γ both having the

opposite time orientation to β, then the following triangle inequality of angles must hold:

>xpα, γq ¤ >xpα, βq �>xpβ, γq . (8.2.6)

We say that X has timelike curvature bounded below by K (resp. timelike curvature bounded

above by K) in the sense of angle comparison if every point in X has a p¥ Kq-comparison (resp.

p¤ Kq-comparison) neighbourhood in the sense of angle comparison.

If X itself is a p¥ Kq-comparison (resp. p¤ Kq-comparison) neighbourhood in the sense of
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angle comparison, then we say that X has global timelike curvature bounded below (resp. above)

by K in the sense of angle comparison.

Observe that points (i) and (ii) in the definition above are precisely the first two require-

ments for a space to have curvature bounds in the sense of Definition 8.1.20, while (iii) and

regularity of X (alongside (iv) in the lower curvature bound case) are imposed in place of the

third requirement in our earlier definition. As we shall see shortly, it is possible to write down

conditions under which these constraints also coincide.

The astute reader may notice that, due to the similarity between the definition of angles

and hinges, we may also define curvature bounds using the latter by replacing point (iii) in Defin-

ition 8.2.7:

Definition 8.2.8 (Curvature Bounds by Hinge Comparison)

Let X be a regular Lorentzian pre-length space and K P R. An open subset U is called a p¥ Kq-
(resp. p¤ Kq-)comparison neighbourhood in the sense of hinge comparison if:

(i) τ is continuous on pU � Uq X τ�1pr0, DKqq and pU � Uq X τ�1pr0, DKqq is open.

(ii) U is DK-geodesic.

(iii) Let α : r0, as Ñ U , β : r0, bs Ñ U be distance realisers such that

Lτ pαq, Lτ pβq, τpαpaq, βpbqq, τpβpbq, αpaqq   DK (8.2.7)

and θ :� >xpα, βq is finite.10 Let pα̃, β̃; θ̃q be a comparison hinge for pα, β; θq in L2pKq.
Then

τpαpaq, βpbqq ¥ τpα̃paq, β̃pbqq (resp. τpαpaq, βpbqq ¤ τpα̃paq, β̃pbq q) . (8.2.8)

(iv) For p¥ Kq-comparison neighbourhoods only: If α, β, γ : r0, εq Ñ U are three timelike

distance realisers of finite τ -length, with x :� αp0q � βp0q � γp0q and α,γ both having the

opposite time orientation to β, then (8.2.6) must hold.

(Global) timelike curvature bounded below/above by K in the sense of hinge comparison is then

defined in complete analogy to Definition 8.2.7.

The conditions (8.2.7) amount to assuming that, should x, αpaq, βpbq form an admissible

10[123, Definition 3.14] introduces a minor technical assumption in the limiting case where this angle is infinite:
in the p¥ Kq- (resp. p¤ Kq-)comparison case, >xpα, βq is required to be finite if α and β have different (resp.
the same) time orientations. While this prevents certain pathological spaces from exhibiting curvature bounds,
we omit this assumption from the statement for simplicity.
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causal triangle, said triangle must satisfy size-bounds cf. Definition 8.1.11, though (8.2.8) holds

even if αpaq and βpbq are not causally related in either direction. In this case, α and β have

the same time orientation and (8.2.5) is trivially satisfied. The relationship between (8.2.8)

and (8.2.5) is the subject of [119, Lemma 2.2] and is associated to the monotonicity of the law

of (hyperbolic) cosines.

In order to ensure that we are always working in a setting where we may interchange

between Definition 8.1.20, Definition 8.2.7, and Definition 8.2.8 freely, we now state conditions

under which these definitions are equivalent. The following proposition is an abridged version

of [123, Theorem 5.1], which shows the equivalence of a far greater number of comparison con-

ditions:

Proposition 8.2.9 (Equivalence of Curvature Bounds)

Let X be a regular and chronological Lorentzian pre-length space.

(i) p¤ Kq-case: Triangle, Hinge, and Angle comparison are equivalent.

(ii) p¥ Kq-case: Angle comparison and Hinge comparison are equivalent. Furthermore, Angle

comparison implies Triangle comparison and if X satisfies the triangle inequality for

angles (8.2.6), then all three definitions of curvature bounds coincide.

Remark 8.2.10 (Required Assumptions)

Following [123, Figure 4], the reader could be forgiven for expecting the above proposition to

require X to be strongly causal and locally DK-geodesic, in order for angle comparison to imply

triangle comparison. Looking more closely, op. cit proves this implication by passing through two

other comparison conditions, namely the four-point condition and the monotonicity condition,

loosely stating that

angle comparison neighbourhood ñ four-point comparison (8.2.9)

ñ monotonicity comparison neighbourhood (8.2.10)

ñ triangle comparison neighbourhood. (8.2.11)

However, in [123], these three steps are decoupled and the properties of the angle comparison

neighbourhood in the first step [123, Proposition 4.15] are forgotten prior to the second step.

The additional assumptions are then brought in for the second step [123, Proposition 4.17, 4.18]

to ensure that the four-point comparison neighbourhood satisfies property (ii) of a monotonicity

comparison neighbourhood [123, Definition 3.8]. If we instead choose to only consider four-

point comparison neighbourhoods coming from angle comparison neighbourhoods, as in the first

step, then our comparison neighbourhoods automatically satisfy (ii) of Definition 8.2.7, which is
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precisely property (ii) of a monotonicity comparison neighbourhood [123, Definition 3.8].

Regarding the remaining assumptions, considering chronological Lorentzian pre-length

spaces excludes spaces with time separation τ � 8, which would otherwise trivially satisfy

curvature bounds, since no points would satisfy τpx, yq   DK and hence there would be no

triples of points admitting comparison triangles. Regularity is required by the definitions of

both angle and hinge comparison comparison. Finally, in contrast to the metric setting, we do

not require τ to be intrinsic in the curvature bounded below case, instead imposing the triangle

inequality of angles (8.2.6), which is a consequence of the causal character of curves (namely

that causal curves emanating from a point may either be in the past or future of the point).

Most interestingly, there is not a substantial difference between the assumptions required for

curvature bounded above compared to curvature bounded below and the assumptions we impose

are relatively mild (for the comparison conditions chosen).

△

8.3 Chapter Summary

In this chapter, we introduced the concept of a Lorentzian pre-length space and its associated time

separation function, comparing and contrasting these objects to their Riemannian analogues, the

metric space and distance function. In Example 8.1.2, we illustrated that smooth spacetimes

are examples of Lorentzian pre-length spaces. However, we note here that not all spacetimes

with continuous Lorentzian metrics are Lorentzian pre-length spaces; in particular, the time

separation (8.1.1) is not lower semi-continuous on so-called bubbling spaces [116, Example 5.2].

Hence, Lorentzian pre-length spaces are a generalisation of smooth spacetimes which include

lower regularity structures but exclude some pathological behaviour [156].

In addition to summarising some key properties of Lorentzian pre-length spaces from the

literature, in Section 8.1.2, we provided novel modifications to the definition of curvature bounds

first detailed in [116, Definition 4.7], which have since been developed further by the author’s

collaborators in [123]. These modifications ensure that all of the criteria of a comparison neigh-

bourhood respect the finite (timelike) diameter of the space, so that only points whose separation

is realised by the length of a distance realiser in a given model space are considered. This brings

the definition in-line with the metric setting and the behaviour of Anti-de Sitter space now mim-

ics that of the sphere. Furthermore, we provided an alternative to [120, Lemma 4.3] in the form

of Lemma 8.1.22, demonstrating that chronological Lorentzian pre-length spaces with curvature

bounds in our new sense still retain locally finite and locally continuous time separation, though

not necessarily on comparison neighbourhoods. In particular, timelike distance realisers may be
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τ -arclength parametrised on such spaces. In the second half of the chapter, we reviewed the

concept of hyperbolic angles on Lorentzian pre-length spaces as well as how they can be used to

define timelike curvature bounds in the sense of angle and hinge comparison, following the work

of [125]. Finally, in Proposition 8.2.9 and Remark 8.2.10, we commented on how the assumptions

of the equivalence of definitions result quoted in [3, Proposition 2.7] and derived in [123, Theorem

5.1] may be relaxed for the comparison conditions we consider.

In the next two chapters we will derive conditions under which (local) timelike curvature

bounds on Lorentzian pre-length spaces imply global timelike curvature bounds on the space,

beginning with the case of timelike curvature bounded above. Our method for deriving this

result will follow the approach of Alexandrov’s Patchwork and hence require the so called gluing

lemma in order to construct arbitrarily large timelike triangles satisfying curvature bounds from

smaller triangles with the same bound. We shall also introduce the geodesic map for Lorentzian

pre-length spaces as a means of measuring the variation of distance realisers.
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Globalisation of Timelike Curvature Bounded Above

9
As previously discussed, the goal of this part of the thesis is to derive conditions under which

timelike curvature bounds on Lorentzian pre-length spaces globalise. In this chapter, we prove

the first of these results by following the approach of Alexandrov’s patchwork Theorem 7.2.2.

Loosely speaking, the proof considers arbitrarily large triangles in a space with timelike curvature

bounded above by some K P R and decomposes them into triangles which are contained inside

comparison neighbourhoods. These triangles therefore satisfy timelike curvature bounds and may

be “glued” together to show that the large triangle also satisfies the bounds. Recall that, in the

metric setting, it is necessary and sufficient to assume that the space is uniquely diampM2pkqq-
geodesic and distance realisers vary continuously with their endpoints.

This approach translates fairly directly from the metric to the synthetic Lorentzian setting,

with surprisingly few obstacles once a suitable decomposition has been found. There are, however,

some technical details to be aware of in the choice of decomposition. In particular, given an

arbitrary covering of a triangle by comparison neighbourhoods, it may not be possible to obtain

a decomposition consisting of timelike triangles where each triangle is contained within one of

the comparison neighbourhoods. Both the covering and the sub-triangles need to be carefully

chosen.

9.1 Preliminary Results

Let us begin our derivation by providing a number of preliminary lemmata, starting with the so

called gluing lemma for timelike triangles and then moving on to discuss what it means for a

distance realiser in a Lorentzian pre-length space to vary continuously with its endpoints.

149
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9.1.1 The Gluing Lemma for Curvature Bounded Above

Gluing techniques for Lorentzian pre-length spaces were first introduced in [126] and further

studied in the context of the causal ladder in [127]. The main focus of the former paper was a

Lorentzian analogue to the Reshetnyak gluing theorem [126, Theorem 5.2.1], which states that

the amalgamation (along non-timelike locally isolating and closed subsets) of two strongly causal,

smooth spacetimes with timelike curvature bounded above by K P R is a Lorentzian pre-length

space with timelike curvature bounded above by K.

The main tool used in the proof of [126, Theorem 5.2.1] is the gluing lemma [126, Lemma

4.3.1, Corollary 4.3.2], which states that if a timelike triangle can be decomposed into two sub-

triangles satisfying a curvature bound, then the original triangle also satisfies said bounds. This

is precisely the property we require. In the following statement of the gluing lemma, recall

that timelike triangles are assumed to satisfy size-bounds for L2pKq, such that the required

comparison triangles exist.

Lemma 9.1.1 (Gluing Lemma: Curvature Bounded Above)

Let K P R, X be a Lorentzian pre-length space, and U � X be an open subset satisfying points

piq and piiq in Definition 8.1.20. Let ∆px, y, zq be a timelike triangle in U and fix a point p P γxz
with p ! y, such that ∆px, p, yq and ∆pp, y, zq are also timelike triangles, see Figure 9.1.1. If

∆px, p, yq and ∆pp, y, zq have timelike curvature bounded above by K, i.e. they satisfy the second

inequality in (8.1.21), then the same is true for ∆px, y, zq.

Furthermore, the analogous statement holds if we fix p P γxz with y ! p, or if p is on either

of the shorter two sides (in which case we automatically have the timelike relation p ! z or x ! p

between p and the opposite vertex, by (8.1.2)).

While the above lemma was originally stated with the definition [116, Definition 4.7] of

curvature bounds in mind, the proof remains valid using Definition 8.1.20, where we assume U

is chronological so that τ remains finite and continuous in a neighbourhood of each point. The

proof is rather lengthy however, so we choose not to re-derive the result here.

We now know that, given a decomposition of an arbitrary timelike triangle into multiple

sub-triangles, each of which are contained in an p¤ Kq-comparison neighbourhood for some fixed

K P R, then the original triangle must satisfy (iii) of Definition 8.1.20. Therefore, it remains

to find conditions which guarantee that the sub-triangles can each be chosen to be within a

comparison neighbourhood. Lemma 8.1.25 already gives us a solution — we can break down the

starting triangle in such a way that the sub-triangles are contained in comparison neighbourhoods

given by timelike diamonds on which τ   DK , since such diamonds form a (neighbourhood) basis.
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p

x

y

z

(a) The triangle ∆px, y, zq

in the Lorentzian pre-length
space is split into triangles
∆px, p, yq and ∆pp, y, zq.

x̄

p̄

ȳ

z̄

(b) Comparison triangles
∆px̄, ȳ, p̄q and ∆pp̄, ȳ, z̄q

for the sub-triangles which
share side γp̄ȳ.

x̄1

ȳ1

z̄1

p̄1

(c) ∆px̄1ȳ1z̄1q is the compar-
ison triangle for ∆px, y, zq.
Note τpx̄1z̄1q � τpx, zq while
τpx̄, z̄q ¥ τpx, zq in general.

Figure 9.1.1: Gluing lemma says if ∆px, p, yq and ∆pp, y, zq satisfy triangle comparison with
respect to Figure 9.1.1b, then ∆px, y, zq does so with respect to Figure 9.1.1c. Furthermore,
as γpy is not a side of ∆px, y, zq, we have τpp̄1, ȳ1q � τpp, yq in general.

9.1.2 Continuously Varying Distance Realisers

Recall that in the metric Alexandrov Patchwork Theorem 7.2.2, we required the notion of con-

tinuous variation of distance realisers with their endpoints, in the sense of Definition 7.2.3. In

essence, the proof creates a continuous variation of distance realisers in a triangle ∆px, y, zq by

fixing one endpoint, say x and varying the other endpoint along γyz, which then allows the

triangle to be broken up into a fan of sub-triangles, see Figure 9.2.1.

In order to introduce an analogous notion for distance realisers in Lorentzian pre-length

spaces, we must first bear in mind their causal character. Given a timelike triangle ∆px, y, zq
and a point p P γyz, we see in Figure 9.1.1 that x ! p is automatic. Hence, we only need to

consider continuous variation of distance realisers between timelike related points. While we

assume that X is uniquely ℓ-geodesic to mirror the metric setting, we also require the space to

be regular. This will ensure that ∆px, y, pq and ∆px, p, zq possess timelike sides in a later step

of the proof.
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Definition 9.1.2 (Continuously Varying Timelike Distance Realisers)

Let X be a uniquely ℓ-geodesic, regular Lorentzian pre-length space and let x, y P X be a pair of

points such that x ! y and τpx, yq   ℓ. The distance realiser γxy from x to y in X is said to

vary continuously with its endpoints if, for every pair of sequences xn Ñ x and yn Ñ y such that

there exists a unique distance realiser γxnyn and xn ! yn for each n P N, we have γxnyn Ñ γxy

uniformly.

Since we will want to select specific distance realisers from our continuous variation, having

a description of the variation in terms of a function of the endpoints and curve parameter will

be useful. It is with this in mind that we introduce the so-called geodesic map, which is closely

related to the line-of-sight map defined for metric spaces in [100, Definition 9.32], however we

allow both endpoints of the curve to vary, so long as they remain timelike related (otherwise we

would require separate line-of-sight maps for the past and future of the fixed point). Continuous

variation of distance realisers can then be written in terms of the continuity of the geodesic map.

Definition 9.1.3 (Geodesic Map)

Let X be a chronological, regular Lorentzian pre-length space with locally continuous τ .

The geodesic map into X is then formally defined as

G : τ�1pp0,8qq � r0, 1s Ñ X , Gpx, y, tq :� γxyptq . (9.1.1)

when there exists a unique timelike distance realiser γxy from x to y. Here γxyptq is taken in

constant τ -speed parametrisation on r0, 1s.

In the above definition, the subset τ�1pp0,8qq � X�X is the set of pairs of timelike related

points px, yq with finite time separation τpx, yq. Under the assumption that X is uniquely ℓ-

geodesic, G is defined on the whole of τ�1pp0, ℓqq.

Proposition 9.1.4 (Equivalent Notions of Continuous Variation)

Let X be a uniquely ℓ-geodesic, chronological, regular Lorentzian pre-length space with locally

continuous τ and assume that τ�1pr0, ℓqq is open. Then G|τ�1pp0,ℓqq�r0,1s is continuous if and

only if timelike distance realisers with τ -length less than ℓ vary continuously with their endpoints

in the sense of Definition 9.1.2.

Proof. We begin by proving the reverse direction and assume that timelike distance realisers

with τ -length less than ℓ vary continuously with their endpoints. We want to show that

Gpxn, yn, tnq Ñ Gpx, y, tq for all sequences xn Ñ x, yn Ñ y, tn Ñ t such that pxn, ynq P
τ�1pp0, ℓqq. This amounts to showing γxnynptnq Ñ γxyptq by (9.1.1). By triangle inequality on
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the underlying distance function d, we have

dpγxnynptnq, γxyptqq ¤ dpγxnynptnq, γxyptnq � dpγxyptnq, γxyptqq . (9.1.2)

Since γxy varies continuously with its endpoints, it follows that γxnyn Ñ γxy uniformly, hence the

first term on the right of (9.1.2) goes to zero. Furthermore, as distance realisers are continuous

by definition, Gpx, y, tq � γxyptq is continuous in t, so the second term on the right also vanishes

and the implication follows.

We now turn to the forward implication and begin by noting that, given sequences xn Ñ x

and yn Ñ y with τpx, yq   ℓ, since τ�1pr0, ℓqq is open and our sequences converge with respect

to d, we have τpxn, ynq   ℓ for large enough n. Consequently, we need only consider sequences

for which τpxn, ynq   ℓ in what follows. Suppose that G|τ�1pp0,ℓqq�r0,1s is continuous and consider

sequences xn, yn as described above. Then we have

γxyptq � Gpx, y, tq � lim
nÑ8Gpxn, yn, tq � lim

nÑ8 γxnynptq , (9.1.3)

so the sequence of curves converges pointwise. It remains to show that we have uniform conver-

gence. The set

S :� ptpxn, ynq |n P Nu Y tpx, yquq � r0, 1s (9.1.4)

is a compact subset of τ�1pp0, ℓqq � r0, 1s on which G is continuous, hence G|S is uniformly

continuous. In particular, the sequence γxnynp�q � Gpxn, yn, � q forms a uniformly equicontinu-

ous family of functions on the compact interval r0, 1s. Thus we can apply the Arzelà–Ascoli

Theorem [136, Lemma 3.10] to get that the sequence converges to its limit curve uniformly.1

In the metric setting, the condition that d�1pr0, ℓqq is open is automatic by the continuity

of the distance function d. Since τ is merely lower semi-continuous, we must explicitly constrain

τ�1pr0, ℓqq to be open in order to obtain the above equivalence in the Lorentzian setting.

9.2 Alexandrov’s Patchwork

We can now prove the Lorentzian version of the Alexandrov’s Patchwork globalisation theorem.

Before we begin, recall from Lemma 8.1.22 that a chronological Lorentzian pre-length space X

with timelike curvature bound has locally continuous time separation function τ . In particular,

timelike distance realisers of finite length in X admit constant τ -speed parametrisation on r0, 1s.

As in the metric setting, we will be assuming that our Lorentzian pre-length space X is

1Note we do not need compactness to do this, since we have already shown that there is a limit curve pointwise.
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uniquely DK-geodesic a priori and working towards globalising the triangle comparison property

(iii) of Definition 8.1.20. However, we also need to address the globalisation of property (i)

of Definition 8.1.20, which concerns the continuity of τ on τ�1pr0, DKqq. Since distance functions

are continuous and finite, this property does not appear in the definition of curvature bounds in

the metric setting (cf. Definition 7.1.12), so we cannot look there a resolution. For the purpose of

this thesis we shall take the simpler approach and assume that this condition also holds a priori.

We direct the curious reader to [2, Remark 4.9], where continuity of τ is discussed in more detail

and it is shown that, under the same assumptions as the Lorentzian version of Alexandrov’s

Patchwork,2 we have continuity of τ on τ�1pp0, DKqq. However, the argument included therein

does not extend to the set τ�1pr0, DKqq we require, since it utilises the geodesic map G, which

is only defined for points joined by a distance realiser with constant τ -speed parametrisation on

r0, 1s, which excludes points x, y P X for which τpx, yq � 0.

With that matter out of the way, we may now focus on our main task of globalising property

(iii). In order to break down the proof, we first state the following lemma, which enables us to

cover finite τ -length timelike distance realisers using finitely many timelike diamonds. Eventually,

this will provide us with specific finite open covers of our triangles, see Figure 9.2.2

Lemma 9.2.1 (Finite Covering by Timelike Diamonds)

Let X be a strongly causal, non-timelike locally isolating, chronological Lorentzian pre-length

space which has (local) timelike curvature bounded above by K P R. Then any timelike distance

realiser γxy with finite τ -length has a finite cover of timelike diamonds Ii which are comparison

neighbourhoods, for i � 0, � � �n. Furthermore,

Ii X Ij � H ðñ |i� j| ¤ 1 , (9.2.1)

and both of the governing points of each diamond lie on γxy, unless the diamond contains x or y

in which case only the future/past governing point does, respectively.

Proof. Let γxy be a timelike distance realiser from x to y with finite τ -length, parametrised by

constant τ -speed on r0, 1s. For each s P r0, 1s, we find a timelike diamond Ipxs, ysq that is a

comparison neighbourhood of γxypsq by Lemma 8.1.25. Since distance realisers, e.g. γxy, are

continuous, there is a neighbourhood Ns � r0, 1s of s such that γxypNsq � Ipxs, ysq. Therefore,

we find s�   s   s� in Ns, such that γxyps�q P Ipxs, ysq, and γxyps�q ! γxyps�q. By causal

convexity, see Lemma 8.1.13, we then find that the timelike diamond Is :� Ipγxyps�q, γxyps�qq �
Ipxs, ysq which is also a comparison neighbourhood and whose governing points lie on γxy. When

s � 0, 1, this is not possible as these parameters correspond to the ends of the distance realiser,

2Bar continuity of τ on τ�1pr0, DKqq itself, of course.
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however we may still force one of the governing points to be on γxy, i.e. set I0 :� Ipp0, γxyp0�qq
and I1 :� Ipγxyp1�q, q1q for some p0, q1 P X with p0 ! x and y ! q1.

It follows that the set tIs | s P r0, 1su forms an open cover of γxypr0, 1sq, which is the con-

tinuous image of a compact set and therefore compact. Hence, we can extract a finite subcover

tIsk | k � 0, � � �n and sk P r0, 1su, which must contain I0 and I1, since γxyp0q and γxyp1q are re-

spectively not contained in any of the other Is by definition. We order this subcover by (the

parameters of) their future governing points, i.e. s�k   s�k�1 for all k. By assuming that the

cover is minimal in the sense that no diamond can be removed while preserving the covering

property, no diamond can be contained within another, so the bottom governing points can be

ordered similarly, i.e. s�k   s�k�1 for all k. Then Is0 � I0 and Isn � I1. Furthermore, diamonds

which are subsequent overlap and only such diamonds do so, i.e. (9.2.1) holds, as required.

Theorem 9.2.2 (Synthetic Lorentzian Alexandrov’s Patchwork Globalization)

Let X be a strongly causal, non-timelike locally isolating, chronological, and regular Lorentzian

pre-length space which has (local) timelike curvature bounded above by K P R. Assume that X is

uniquely DK-geodesic, timelike distance realisers with τ -length less than DK vary continuously

with their endpoints, and τ is continuous on τ�1pr0, DKqq which is assumed to be open. Then X

satisfies (iii) of Definition 8.1.20, in particular X has global curvature bounded above by K.

Proof. Our Lorentzian pre-length space X satisfies properties (i) and (ii) of Definition 8.1.20,

by assumption. Hence, showing that X has global curvature bounded above by K amounts to

showing triangle comparison (point (iii) of Definition 8.1.20).

Let ∆px, y, zq be a timelike triangle in X which satisfies size-bounds and let G denote the

geodesic map restricted to τ�1pp0, DKqq � r0, 1s. By Lemma 8.1.22 τ is locally continuous and

by (i) of Definition 8.1.20 τ�1pr0, DKqq is open, so it follows from Proposition 9.1.4 that G is

continuous. For each t P r0, 1s, let

βt :� γxγyzptq : r0, 1s Ñ X (9.2.2)

be the unique timelike distance realiser from x to γyzptq.3 As G and γyz are continuous, the map

F ps, tq :� βtpsq � Gpx, γyzptq, sq (9.2.3)

can then be viewed as a continuous geodesic variation with starting point x which spans the

∆px, y, zq, see Figure 9.2.1 In particular, this “filled in” triangle is compact, since it is the image

of the continuous function F on the compact set r0, 1s � r0, 1s.
3We have existence and uniqueness by assumption, while timelike follows from regularity and (8.1.2).
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x

z

y

γyzptl�1q

γyzptlq

Figure 9.2.1: Taking a continuous variation of distance realisers from γxy to γxz, yields
distance realisers from x to γyzptq for each t P r0, 1s. A finite cover of the filled in ∆px, y, zq
can then be obtained by covering finitely many γyzptlq, shown in red and blue.

Fix t P r0, 1s and consider an individual distance realiser βt � γxγyzptq from this

variation. Applying Lemma 9.2.1, we cover βt with finitely many timelike diamonds 
Itsk

�� k � 0, � � � , nt and sk P r0, 1s
(

whose governing points lie on βt and such that only sub-

sequent diamonds overlap. As F is continuous and
�nt
k�0 I

t
sk

is a neighbourhood of βtpr0, 1sq,
there exists an open neighbourhood Jt � r0, 1s of t, such that F pr0, 1s, Jtq �

�nt
k�0 I

t
sk

. By

shrinking Jt if necessary, we can assume that γyzpJtq � It1. Visually, this says that
�nt
k�0 I

t
sk

covers not only βt but the distance realisers βt1 for all t1 in a neighbourhood of t and each

βt1 ends in the top diamond I1. Executing the above procedure for each t P r0, 1s yields an

open cover tJt | t P r0, 1su of r0, 1s. By compactness of r0, 1s, we may extract a finite subcover

tJtl | ℓ � 0, � � �m and tℓ P r0, 1su. Order these intervals by their right endpoint and again assume

the cover is minimal, from which it follows the left endpoints have the same order. In particular,

subsequent sets overlap, these are the only sets that do so, and we have 0 P J0, 1 P J1, i.e.

Jtℓ X Jtℓ�1
� H for all ℓ � 0, � � � ,m� 1.

Set nℓ :� ntℓ . Recall that F pr0, 1s, Jtℓq �
�nℓ
k�0 I

tℓ
sk

for each tℓ, from which it follows that

all distance realisers from x which end in γyzpJtℓq are contained in
�n
k�0 I

t
sk

. Furthermore,
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subsequent Jtℓ overlap, hence subsequent
�n
k�0 I

t
sk

also overlap. In total, we obtain

m¤
ℓ�0

nℓ¤
k�0

Itℓsk � F pr0, 1s, r0, 1sq . (9.2.4)

The reward for this tedious construction is the following: The triangle ∆px, y, zq may be viewed

as a fan consisting of m pieces ∆px, βtℓp1q, βtℓ�1
p1qq and there exists some t̃ℓ P Jtℓ X Jtℓ�1

such

that tℓ   t̃ℓ   tℓ�1 and

βt̃ℓpr0, 1sq � p
nℓ¤
k�0

Itℓskq X p
nℓ�1¤
k�0

I
tℓ�1
sk q , (9.2.5)

for ℓ � 0, � � � ,m� 1, see Figure 9.2.2

x

βtℓ�1 p1q

βtℓ p1q

βt̃ℓ p1q

(a) Covering the curve βtℓ with timelike
diamonds which contain βt̃ℓ but not βtℓ�1

.

x

βtℓ�1 p1q

βtℓ p1q

βt̃ℓ p1q

(b) Covering the curve βtℓ�1
with timelike

diamonds which contain βt̃ℓ but not βtℓ .

Figure 9.2.2: Given coverings of βtℓ and βtℓ�1
, which overlap as described, there is always

at least one distance realiser βt̃ℓ which is in both coverings. This splits ∆px, βtℓp1q, βtℓ�1
p1qq

into two triangles, with ∆px, βtℓp1q, βt̃ℓp1qq in the left cover and ∆px, βt̃ℓp1q, βtℓ�1
p1qq in the

right cover.

We now wish to triangulate the “long and slim” triangles ∆px, βt̃ℓp1q, βtℓ�1
p1qq such that each

of the sub-triangles is contained within one of the Itℓ�1
sk . By construction, both βt̃ℓ and βtℓ�1

end

in γyzpJtℓ�1
q � I

tℓ�1
snℓ�1

and enter that set via Itℓ�1
snℓ�1

X Itℓ�1
snℓ�1�1 , that is, the distance realisers pass

through the intersection of the ultimate and penultimate diamonds covering βtℓ�1
. In particular,
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there exists r̃1 such that βt̃ℓpr̃1q is contained in said intersection and βt̃ℓpr̃1q ! βtℓ�1
ps�nℓ�1�1q

(recall that s�n P r0, 1s is the parameter corresponding to the future governing point of the n-th

diamond in the cover of βt). Since τ�1pp0,8sq is open (cf. [116, Proposition 2.13]), we may move

slightly before βtℓ�1
ps�nℓ�1�1q and stay in the timelike future of βt̃ℓpr̃1q. In particular, there exists

r1 P r0, 1s such that βtℓ�1
pr1q P Itℓ�1

snℓ�1
X Itℓ�1

snℓ�1�1 and βt̃lpr̃1q ! βtℓ�1
pr1q. Both βt̃ℓpr1q and βt̃ℓpr̃1q

are contained in the intersection of the last two diamonds, as is their adjoining distance realiser

by causal convexity.

This process produces a quadrilateral βt̃ℓpr̃1q, βt̃ℓp1q, βtℓ�1
pr1q, and βtℓ�1

p1q which is com-

pletely contained within I
tℓ�1
snℓ�1

and whose sides are timelike distance realisers. By transitivity

of !, we also have βt̃ℓpr̃1q ! βtℓ�1
p1q, hence by regularity there is a distance realiser between

the “past most” and “future most” points of the quadrilateral. Therefore, we have two timelike

triangles ∆pβt̃ℓpr̃1q, βtℓ�1
pr1q, βtℓ�1

p1qq and ∆pβt̃ℓpr̃1q, βt̃ℓp1q, βtℓ�1
p1qq. Both of these triangles

are entirely contained in the timelike diamond I
tℓ�1
snℓ�1

, which is a comparison neighbourhood

by assumption, hence have curvature bounded above by K, i.e. they satisfy the second in-

equality in (8.1.21). As βt̃ℓpr̃1q ! βtℓ�1
pr1q are also contained in I

tℓ�1
snℓ�1�1 , we can repeat the

previous step and find βt̃ℓpr̃2q ! βtℓ�1
pr2q in I

tℓ�1
snℓ�1�1 X I

tℓ�1
snℓ�1�2 , yielding another quadrilat-

eral. We can continue this procedure iteratively and after nℓ�1 � 1 steps, we end up with

βt̃ℓpr̃nℓ�1�1q ! βtℓ�1
prnℓ�1�1q in I

tℓ�1
s1 , where also x lies. That is, in the end we have nℓ�1 � 1

quadrilaterals, each of which we can split into two timelike triangles, and one additional timelike

triangle ∆px, βt̃ℓpr̃nℓ�1�1q, βtℓ�1
prnℓ�1�1qq at the bottom of ∆px, y, zq, see Figure 9.2.3.

Each of these timelike triangles is contained in one of the diamonds!
I
tℓ�1
sk

��� k � 0, � � � , nℓ�1 and ℓ � 0, � � �m� 1
)

which are comparison neighbourhoods, hence

has curvature bounded above by K. Therefore, 2pnℓ�1 � 1q applications of the gluing

lemma (Lemma 9.1.1), starting with ∆px, βt̃ℓpr̃nℓ�1�1q, βtℓ�1
prnℓ�1�1qq and working up

∆px, βt̃ℓp1q, βtℓ�1
p1qq (so that the result is always another timelike triangle) yields that the “long

and slim” triangle ∆px, βt̃ℓp1q, βtℓ�1
p1qq also satisfies the curvature bound.

The same process can be applied to “long and slim” triangles of the form

∆px, βtℓp1q, βt̃ℓ�1
p1qq, provided we account for the different time orientation of top side relat-

ive to the geodesic βtℓ around which the covering is centred. Aside from reversing the timelike

relation, the process remains unchanged. This results in 2m� 1 “long and slim” triangles which

have curvature bounded above by K. Hence, 2m � 2 more applications of Lemma 9.1.1 yields

that the original triangle ∆px, y, zq satisfies the desired curvature bound.

Recall that while the above theorem explicitly globalises curvature bounded above in terms



9.2 Alexandrov’s Patchwork 159

x

βt̃ℓ p1q

βtℓ�1 p1q

βt̃ℓ pr̃1q

βtℓ�1 pr1q

Figure 9.2.3: Subdividing the slim triangle ∆px, βt̃ℓp1q, βtℓ�1
p1qq into triangles by construct-

ing a quadrilateral in all but the first timelike diamond. Each sub-triangle is then contained
in a comparison neighbourhood and the Gluing Lemma can be applied.

of the triangle comparison condition Definition 8.1.20, since X is assumed to be chronological

and regular, we may apply Proposition 8.2.9 to obtain that curvature bounds in the sense of

angle and hinge comparison also globalise.

As in the metric setting, it is possible to show that some of the assumptions made in The-

orem 9.2.2 are not only sufficient, but necessary. We begin this process by providing an illustrative

example where curvature bounded above by K � 0 does not globalise, namely the Lorentzian

cylinder. In particular, this space has neither unique nor continuously varying distance realisers

(cf. the metric circle from Example 7.2.1).

Example 9.2.3 (The Lorentzian Cylinder)

LetX :� R�S1 be the Lorentzian pre-length space given by the stripR�r0, 2πs in the Minkowski

plane L2p0q with the timelike boundary glued in-line with its time-orientation, see Figure 9.2.4.

We call this space the Lorentzian cylinder. Locally, this space is isometric to L2p0q, hence has

timelike curvature bounded above by 0.

However, X itself is not a p¤ 0q-comparison neighbourhood. Firstly, recall that D0 � 8, so

we need to consider triangles of arbitrary side lengths. Note that triangles which wrap around the

whole cylinder do not look like triangles in L2p0q and are impacted by the periodic structure. We

construct such a triangle as follows. Take two vertical lines on the cylinder which are opposite
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x

z

y

p

q

x̄

z̄

ȳ

p̄

q̄

Figure 9.2.4: The triangle ∆px, y, zq in the Lorentzian cylinder and its comparison tri-
angle ∆px̄, ȳ, z̄q in the Minkowski plane. ∆px̄, ȳ, z̄q is degenerate, so ∆px, y, zq fails to have
curvature bounded above.

one another, for example the dotted lines in Figure 9.2.4. Then, given two timelike related

points x ! z with one on each of the vertical lines, there exist precisely two distance realisers

between them, which wrap around the right and left of the cylinder respectively. We may choose

a third point y along one of the two distance realisers to form a triangle ∆px, y, zq for which

τpx, zq � τpx, yq � τpy, zq. It is then clear that the comparison triangle ∆px̄, ȳ, z̄q in L2p0q is

degenerate. Furthermore, we may choose a pair of points p, q with one on each of the distance

realisers from x to z, such that p �! q and τpx, pq � τpx, qq.4 We then have τpp, qq � 0   τpp̄, q̄q,
as in Figure 9.2.4, from which it follows that X does not have curvature globally bounded above

by 0.

In particular, X does not have unique distance realisers between points with separation ¥ π

and we can show it does not have continuously varying distance realisers in the same manner as

for the circle in Example 7.2.5.

△

It should now be clear that, without unique distance realisers between timelike related points

with τ -separation less than DK , which also vary continuously with their endpoints, globalisation

of curvature bounded above by K is by no means automatic. In fact, our next result shows that

(timelike) distance realisers with length less than DK are necessarily unique in spaces with global

curvature bounded above by K, as was the case in the metric setting (cf. Proposition 7.2.4).

Proposition 9.2.4 (Unique Distance Realisers)

4Assume here that both distance realisers are parametrised on r0, 1s with constant speed.
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Let X be a chronological, strongly causal, and regular Lorentzian pre-length space with timelike

curvature bounded above by K P R. Let x, y P U � X with x ! y, τpx, yq   DK , and U a

comparison neighbourhood. Then there exists a unique distance realiser from x to y contained

in U . In particular, if X has global timelike curvature bounded above by K, distance realisers

between timelike related points in X with τ -distance less than DK are unique.

Proof. We know from the definition of a comparison neighbourhood that there exists at least one

distance realiser from x to y in U . Suppose for contradiction that there are (at least) two distance

realisers from x to y. Denote these curves by α1 and α2 and parametrise them with constant

speed on r0, 1s. Let p � α1psq for some s P p0, 1q and consider the timelike triangle ∆px, p, yq
with sides α2, α1|r0,ss, and α2|rs,1s. This satisfies size-bounds for L2pKq since τpx, yq   DK .

As for the Lorentzian cylinder in Example 9.2.3, it is clear that the comparison triangle

∆px̄, ȳ, z̄q in L2pKq is degenerate. Furthermore, since α1 � α2, there exists t P p0, 1q such

that α1ptq � α2ptq. Since metric spaces are Hausdorff, there then exists neighbourhoods V1
of α1ptq and V2 of α2ptq with V1 X V2 � H. As X is strongly causal, there are points

x1, y1, � � � , xn, yn and p1, q1, � � � , pm, qm such that α1ptq P U1 :� �n
i�1 I1pxi, yiq � V1 and

α2ptq P U2 :� �m
j�1 I1ppj , qjq � V2, where the Ipp, qq are timelike diamonds. By continuity of

the αi, there is some neighbourhood Ji � r0, 1s of t such that αipJiq � Ui. In particular, there

exists ε ¡ 0 such that αippt� ε, t� εqq � Ui.

By Lemma 8.1.13, the intersection of timelike diamonds is causally convex, so the Ui are

causally convex and contain the diamonds Di :� Ipαipt � εq, αipt � εqq � Ui respectively. As

V1X V2 � H and Ui � Vi, it follows that α2ptq R D1 (and α1ptq R D2). Hence, either α1pt� εq �!
α2ptq or α2ptq �! α1pt� εq. However, in L2pKq we have sα1psq � sα2psq for all s P r0, 1s since the

comparison triangle is degenerate, from which it follows that, sα1pt� εq ! sα2ptq ! sα1pt� εq. In

particular, we have either τpα1pt � εq, α2ptqq � 0   τpsα1pt � εq, sα2ptqq or τpα2ptq, α1pt � εqq �
0   τpsα2ptq, sα1pt � εqq, each of which contradict point (iii) of Definition 8.1.20, which holds on

U due to the curvature bound.

Recall that for metric spaces with global curvature bounded above by k, we also obtained

that the assumption distance realisers of length less than diampM2pkqq vary continuously with

their endpoints was necessary, see Proposition 7.2.4. While we have shown above that timelike

distance realisers of length less than DK exist and are unique in well behaved Lorentzian pre-

length spaces with global timelike curvature bounded above by K, in contrast to the metric

setting it is rather complicated to obtain that these distance realisers vary continuously with

their endpoints. In [2, Proposition 4.8], the authors prove that distance realisers exhibit this

behaviour in all globally hyperbolic Lorentzian length spaces with global curvature bounded
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above by K,5 however this is a marked restriction of the chronological, strongly causal, and

regular Lorentzian pre-length spaces considered in this chapter thus far. Hence, it is expected

that, as with the continuity of τ�1pr0, DKqq there is some room for refinement in this result and

we shall not discuss it further here.

9.3 Chapter Summary

In this chapter we have proven the first globalisation theorem for curvature bounds on Lorentzian

pre-length spaces. In particular, we derived Theorem 9.2.2 for Lorentzian pre-length spaces with

curvature bounded above, in the spirit of Alexandrov’s patchwork from Theorem 7.2.2.

We began by restating the gluing lemma [126] in a more compact manner, which allows

us to infer that arbitrary timelike triangles have curvature bounded above if they can be de-

composed into smaller timelike triangles with such bounds. Subsequently, in Definition 9.1.2,

we introduced a notion of continuously varying distance realisers between timelike related points

and showed, in Proposition 9.1.4, that under some relatively mild assumptions this is equival-

ent to the geodesic map being continuous. This allowed us to build out our main result — by

assuming X to be uniquely DK-geodesic, τ to be continuous on the open set τ�1pr0, DKqq,6
and distance realisers to vary continuously with their endpoints, we were able to globalise the

triangle comparison condition (point (iii) of Definition 8.1.20) in Theorem 9.2.2. This precisely

mirrors the statement of the Alexandrov’s Patchwork theorem in the metric setting. Further-

more, in Proposition 9.2.4 we demonstrated that assuming X to be uniquely DK-geodesic is not

only sufficient, but necessary in the sense that every well-behaved Lorentzian pre-length space

with global curvature bounded above by K P R is uniquely DK-geodesic. It should be noted

that while we prove these results for curvature bounds in the sense of triangle comparison, Pro-

position 8.2.9 implies that curvature bounded above with respect to angle comparison and hinge

comparison globalise under the same assumptions.

In the next chapter, we address globalisation of curvature bounds for Lorentzian pre-length

spaces with curvature bounded below. Unlike the curvature bounded above case, where many of

the necessary tools had already been derived (e.g. the gluing lemma from Lemma 9.1.1) or could

be drawn from the metric setting (e.g. Definition 9.1.2), for curvature bounded below we will

need to develop several new tools including a Lebesgue number lemma for Lorentzian pre-length

spaces and a gluing lemma for curvature bounded below. This increase in complexity turns out

to be a boon however, providing us with avenues for new research, as we will see in Chapter 11.

5In fact, the result holds for chronological, strongly causal, non-timelike locally isolating, non-totally impris-
oning, locally causally closed, regular Lorentzian pre-length spaces with global curvature bounded above.

6These assumptions correspond to points (i) and (ii) of Definition 8.1.20.
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10
Where the previous chapter treated Lorentzian pre-length spaces with timelike curvature

bounded above, in this chapter we focus on the notion of Lorentzian pre-length spaces with

timelike curvature bounded below. In particular, we work towards proving the lower bound

counterpart to the Alexandrov’s Patchwork, namely the Toponogov globalisation result, The-

orem 7.2.6, in the synthetic Lorentzian setting. We also formulate a theorem in the spirit of

Bonnet–Myers, see Theorem 7.2.7, bounding the (finite, timelike) diameter of spaces with time-

like curvature bounded below by K   0. We prove this result by first considering spaces with

global timelike curvature bounded below by K   0 and then apply the Toponogov globalisation

theorem to extend to spaces with local curvature bounds.

In contrast to the case of curvature bounded above, where we globalised the comparison

condition and used equivalence of definitions to extend the result to angle and hinge compar-

ison, in this section we will work directly with the angle condition. We do this in part to keep

parity with the existing literature; we follow the approach of [133] who use the angle condition

in the synthetic metric setting, while [118] globalise the angle condition in the smooth Lorent-

zian setting. Equally, using the angle condition enables us to obtain globalisation theorems for

the triangle, hinge, and angle conditions under the additional assumption that the triangle in-

equality for angles (8.2.6) holds, by Proposition 8.2.9, without us having to carry around this

supplementary condition in the statements of our results.

We formulate many of the results in this chapter in terms of globally hyperbolic Lorentzian

length spaces, which we previously described as the Swiss army knife of synthetic Lorentzian

spaces (see the discussion after Definition 8.1.18). We do so because, while we do not use all of the

163
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properties of these spaces, we use sufficiently many that writing down the most general statement

for “causally path connected, piecewise causal path connected, regular, strongly causal, globally

hyperbolic, chronological, non-timelike locally isolating, uniquely DK-geodesic... Lorentzian pre-

length spaces with time function” becomes less useful than a succinct statement. We highlight this

here because the catch-all quality of globally hyperbolic Lorentzian length space can sometimes

be viewed as a hammer for forcing results to work, if it is unclear precisely which properties are

necessary.

10.1 Preliminary Results

Let us begin our derivation by providing a series of preliminary results, collected in the following

two subsections. In the first subsection, we discuss the time function and null distance introduced

by Sormani and Vega [131] in the smooth setting and extended to the synthetic Lorentzian setting

by Kunzinger and Steinbauer [132]. In particular, we highlight how the somewhat artificial notion

of a piecewise causal path connected Lorentzian pre-length space is simply a connected Lorentzian

pre-length space, under some relatively mild topological assumptions which hold for all Lorentz-

ian length spaces. This culminates in a rather interesting observation: the Lebesgue number

lemma [157, Lemma 7.2] can be applied to “well-behaved” null distances and on connected,

globally hyperbolic Lorentzian length spaces, this allows us to ensure that timelike triangles which

are sufficiently small with respect to the null distance lie within a comparison neighbourhood.

In the second subsection, we recall the Lorentzian version of the Alexandrov lemma and

use it to derive a decomposition result, in the spirit of the gluing lemma Lemma 9.1.1 from the

curvature bounded above case. This result allows us to break triangles which do not adhere to

the curvature bound down into triangles which are small with respect to the null distance. Fur-

thermore, one of these small triangles must also not adhere to the curvature bound. Combining

this with the Lebesgue number lemma for the null distance, we may obtain the contradiction

necessary for the Toponogov globalisation theorem to hold in the synthetic Lorentzian setting.

10.1.1 Time Functions and Null Distance

The null distance dT induced by a time function T was originally introduced in [131] as a

convenient way of equipping a spacetime with a natural metric space structure which induces

the manifold topology and is compatible with the causal structure.1 This concept was later

extended to the setting of Lorentzian pre-length spaces in [132] and it is this reference to which

we refer the reader for more detail.

1Recall that the function (6.0.3) fails to be a true distance for Lorentzian metrics g and the manifold topology
is usually obtained from a Riemannian metric h, as in Example 8.1.2
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With regard to our goal of deriving a globalisation theorem, the null distance provides us

with an ideal way of describing the “size” of a timelike triangle. Unlike in the metric setting,

where size is measured exclusively using the distance function, in a Lorentzian pre-length space

there are two different functions which we need to control: the time separation τ which is used in

the definition of timelike curvature bounds, cf. Definition 8.2.7, and the distance function d which

defines the underlying topology and dictates whether or not a triangle is in a comparison neigh-

bourhood. As we shall see shortly, when applied to the covering constructed in Lemma 8.1.25,

the null distance allows us to control both perspectives simultaneously.

Recall that null distances are induced by so-called time functions. Before writing down a

precise definition of the former, let us introduce the latter:

Definition 10.1.1 (Time Functions)

A generalised time function T on a Lorentzian pre-length space X is a map T : X Ñ R which

is strictly increasing along every (non-constant) future-directed causal curve. If T is additionally

continuous with respect to d, then it is called a time function.

Throughout the remainder of this chapter, we will directly assume that our space possesses

a time function. However, we would like to draw the readers’ attentions to the following result

which demonstrates that, in our simplified setting, second countability of the space is sufficient

to ensure that a time function exists.

Proposition 10.1.2 (Existence of Time Functions)

Let X be a second countable and globally hyperbolic Lorentzian length space. Then X possesses

a time function T .

Proof. In [130, Theorem 3.2] it is shown that second countable, locally compact, stably causal

Lorentzian pre-length space X with limit curves possess a time function T . It remains to show

that a globally hyperbolic Lorentzian length space is locally compact, stably causal, and has

limit curves. We do so by combining the following results.

(i) Lorentzian length spaces are causally path connected, locally causally closed, and by loc-

alisability, I�pxq � H for all x P X, see Definition 8.1.17.

(ii) Causally path connected, locally causally closed, and globally hyperbolic Lorentzian pre-

length spaces such that I�pxq � H for all x P X are locally compact, see [127, Lemma

3.8].

(iii) Globally hyperbolic Lorentzian pre-length spaces are stably causal, see [147, Theorem 3.20].



166 10.1 Preliminary Results

(iv) Locally causally closed Lorentzian pre-length spaces possess limit curves, see [116, Theorem

3.7].

Before we define the null distance, we require the following class of curves between (not

necessarily causally related) points in X.

Definition 10.1.3 (Piecewise Causal Curves)

Let X be a Lorentzian pre-length space. A piecewise causal curve γ : ra, bs Ñ X in X is

a continuous curve consisting only of future-directed causal, past-directed causal, and constant

pieces. That is, there exists a partition a � s0   s1   � � �   sk � b of ra, bs, for some k P N, such

that γ|rsi,si�1s is constant, future-directed causal, or past-directed causal for each i � 0, � � � k � 1.

Definition 10.1.4 (Null Distance)

Let X be a Lorentzian pre-length space with generalised time function T . Let γ be a piecewise

causal curve with partition as in Definition 10.1.3 and set xi :� γpsiq. The null length of γ is

given by

LT pγq :�
ķ

i�1

|T pxiq � T pxi�1q| , (10.1.1)

and the null distance between any pair of points x, y P X is

dT px, yq :� inftLT pγq | γ piecewise causal from x to yu . (10.1.2)

The null length of a piecewise causal curve is independent of the choice of partition of ra, bs,
as long as the partition results in sub-curves γ|rsi�1,sis which are either causal or constant (in

particular, the sub-curves are not allowed to be piecewise causal).

While the definition of the null length ensures that the null distance is always symmetric,

non-negative, and satisfies the triangle inequality, cf. Definition 7.1.1, the null distance need not

be a true distance function a priori. In particular, [131, Theorem 4.6] and [132, Theorem 3.12]

demonstrate in their respective settings that T being locally anti-Lipschitz is a necessary and

sufficient condition for dT to be a genuine distance function. For our purposes, the null distance

is sufficiently well-behaved if it is merely a finite, continuous pseudo-distance, that is, dT may

not distinguish points i.e. dT px, xq � 0 but dT px, yq � 0 does not imply x � y in general. We

now provide conditions under which the null distance is of this type.

Given two points x, y P X which are not joined by a piecewise causal curve, dpx, yq � 8.

Consequently, for the null distance to be finite, it is necessary (but not in general sufficient) for
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every pair of points to be joined by a piecewise causal curve; we begin by addressing when a

Lorentzian pre-length space has this level of connectedness, aided by the following terminology

from [132, Definition 3.4]:

Definition 10.1.5 (Causal Connectedness)

Let X be a Lorentzian pre-length space. We call X piecewise causal path connected if there exists

a piecewise causal curve between each pair of points x, y P X. Furthermore, if X is causally path

connected (cf. Definition 8.1.17), path connected, and every point x P X lies on some timelike

curve, then we call X sufficiently causally connected.

The following lemma highlights that, for causally path connected Lorentzian pre-length

spaces, the notion of piecewise causal path connectedness is equivalent to the far more familiar

notion of connectedness. The equivalence between path-connectedness and piecewise causal

path connectedness was also noted by [132, Lemma 3.5] and [131, Lemma 3.5] in their respective

settings. In particular, Lemma 10.1.6 holds for Lorentzian length spaces.

Lemma 10.1.6 (Path-connected Lorentzian pre-length spaces)

Let X be a causally path connected Lorentzian pre-length space such that for each x P X either

I�pxq or I�pxq is non-empty. Then the following are equivalent:

(i) X is connected.

(ii) X is path connected.

(iii) X is piecewise causal path connected.

Proof. It is well known that path connected spaces are connected. In a similar vein, it is clear

that piecewise causal path connected spaces are path connected — simply take the path between

the points to be the piecewise causal one. Hence, it remains to show that for X as described

above, connectedness implies piecewise causal path connectedness.

Let p P X and Rp be the set of all points which are connected to p via a piecewise causal

path. By assumption, for each q P Rp, there exists an r such that either r ! q or q ! r. Assume

the former without loss of generality. Since X is causally path connected, there exists a causal

curve between q and r, from which it follows that there is a piecewise causal curve from p to

r and r P Rp. Similarly, each point in I�prq (resp. I�prq) is connected to r and therefore p

by a piecewise causal curve, so I�prq � Rp (resp. I�prq � Rp) is an open neighbourhood of q

contained in Rp. As q was arbitrary, it follows that Rp is open.

Furthermore, given any pair of points p, q P X, the sets Rp and Rq are either equal or

disjoint. Consequently, tRp | p P Xu gives an open partition of X. Then tRp | p P Xu can be
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reduced to open partition of X (by discarding duplicates). However, connected spaces cannot be

represented as the union of two or more non-empty, disjoint open subsets, so Rp must consist of

precisely one element, namely Rp � X for all p P X. It follows that X is piecewise causal path

connected, as required.

Lemma 10.1.6 implies that sufficiently causally connected Lorentzian pre-length spaces are

piecewise causal path connected, hence the null distance between pairs of points is not trivially

infinite. In fact, the null distance is a finite continuous pseudo-distance on such spaces, which

include connected Lorentzian length spaces, as shown by the following proposition:

Proposition 10.1.7 (Null Distance is a Finite Continuous Pseudo-distance)

Let X be a sufficiently causally connected Lorentzian pre-length space with generalised time func-

tion T and distance function d. Then the null distance dT induced by T is a finite pseudo-distance

which is continuous (with respect to d). Moreover,

dT px, yq � 0ñ T pxq � T pyq (10.1.3a)

and

x ¤ y ñ dT px, yq � T pyq � T pxq . (10.1.3b)

In particular, the above holds when X is a connected Lorentzian length space.

Proof. For sufficiently causally connected Lorentzian pre-length spaces, this result was proven

in [132]. More precisely,

(i) dT is a finite pseudo-distance by [132, Lemma 3.7].

(ii) dT is continuous with respect to d by [132, Proposition 3.9].

(iii) (10.1.3a) and (10.1.3b) hold by [132, Proposition 3.8.(i), (ii)] respectively.

It remains to show that connected Lorentzian length spaces are sufficiently causally connec-

ted. By definition, Lorentzian length spaces are causally path connected, while connectedness is

equivalent to path connectedness in this setting by Lemma 10.1.6. Finally, by localisability of

Lorentzian length spaces, see [116, Definitions 3.16, 3.22], I�pxq are non-empty for each x P X.

As Lorentzian length spaces are causally path connected, there exists a future directed timelike

curve between x and some other point. Hence every point x P X lies on (is the endpoint of)

some timelike curve, from which it follows that Lorentzian length spaces are sufficiently causally

connected.

As we did with distance functions in Definition 7.1.1, we may define the diameter of a set
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with respect to a pseudo-distance via Definition 7.1.2. In particular, the dT -diameter is

diamT pUq :� suptdT px, yq |x, y, P Uu . (10.1.4)

Interpreting an admissible causal triangle ∆px, y, zq as the one-dimensional space formed by the

union of the curves γxy, γyz, γxz, we find diamT p∆px, y, zqq � T pzq�T pxq. It is in this sense that

the dT -diameter of an admissible causal triangle represents its “size.” From the metric point of

view, any admissible causal triangle is degenerate with respect to dT by (10.1.3b), i.e.

dT px, zq � dT px, yq � dT py, zq . (10.1.5)

A similar result holds for causal and timelike diamonds, as described in the following lemma,

which is a strengthening of [132, Proposition 3.8(iv)].

Lemma 10.1.8 (Null Distance Diameter of Diamonds)

Let X be a sufficiently causally connected Lorentzian pre-length space with generalised time func-

tion T and associated null distance dT . Then the dT -diameter of a non-empty causal diamond

Jpx, yq is given by diamT pJpx, yqq � T pyq�T pxq, while for a non-empty timelike diamond Ipx, yq
we have diamT pIpx, yqq ¤ T pyq�T pxq. In particular, this holds when X is a connected Lorentzian

length space.

Proof. Let Jpx, yq � X be a non-empty causal diamond in X. Then x ¤ y and (10.1.3b) implies

that dT px, yq � T pyq�T pxq. If x � y, then Jpx, yq � txu and we are done. Otherwise, there are

at least two points in Jpx, yq and we must show that dT pp, qq ¤ T pyq�T pxq for all p, q P Jpx, yq.

So let p, q P Jpx, yq and consider the causal (or constant) curves γxp, γqx, γpy, γyq, which

exist by causal path connectedness of X. By (10.1.1), LT pγxpq � T ppq � T pxq and similarly for

the other curves. Define the concatenated curves

γ�pq � γpy � γyq
γ�qp � γqx � γxp
γ � γxp � γpy � γyq � γqx .

(10.1.6)

Since the null length (10.1.1) is additive by definition, we find

LT pγ�pqq � LT pγ�qpq � LT pγq � 2pT pyq � T pxqq , (10.1.7)

from which it follows that one of γ�pq and γ�qp must have null length less than T pyq � T pxq (it is

not possible for both curves to contribute more than half the length). Since in Definition 10.1.4,
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the null distance between p and q is given by the infimum of the null lengths of all piecewise

causal curves between them and one of these curves has null length at most T pyq � T pxq, it

follows that dT pp, qq ¤ T pyq � T pxq � dT px, yq as required.

Now consider a non-empty timelike diamond Ipx, yq � Jpx, yq � X. Since all points

p, q P Ipx, yq are also in Jpx, yq, we know dT pp, qq ¤ dT px, yq from above. It then follows from

diamT pIpx, yqq � suptdT pp, qq | p, q P Ipx, yqu that diamT pIpx, yqq ¤ dT px, yq.

We now turn to the main and final result of this subsection, the Lebesgue number lemma

for the null distance, which allows us to confine sufficiently small subsets of causal diamonds

within a timelike diamond which is additionally a comparison neighbourhood.

Lemma 10.1.9 (Lebesgue Number Lemma for the Null Distance)

Let X be a connected, globally hyperbolic, Lorentzian length space with time function T and

associated null distance dT . Then for any causal diamond Jpx, yq � X and open cover tDiuni�1 of

Jpx, yq, there exists an ε ¡ 0 such that any causal (hence any timelike) diamond with dT -diameter

less than ε which is contained in Jpx, yq is also contained in an element of the covering.

In particular, there exists an ε ¡ 0 such that any causal/timelike diamond with dT -diameter

less than ε which is contained in Jpx, yq is contained inside a timelike diamond. If X additionally

has curvature bounded above/below by K P R, there exists an ε ¡ 0 such that the enclosing

timelike diamond is a comparison neighbourhood.2

Proof. The proof of this result is similar to the classical proof of the Lebesgue number lemma for

a metric space [157, Lemma 7.2], with the added observation that the diameter can be taken with

respect to a pseudo-distance dT and this pseudo-distance need not coincide with the distance

function d with respect to which we define the topology on pX, dq. Let x, y P X. Since Jpx, yq
is compact by global hyperbolicity, we assume without loss of generality that tDiuni�1 is a finite

open cover of Jpx, yq.
Firstly, if Jpx, yq � Di for some i then we can choose arbitrary ε and we are done.

Otherwise, denote by Ci :� Jpx, yqzDi the complement of Di in Jpx, yq. Define a function

f : Jpx, yq Ñ R via

fpzq :� max
iPt1,2,...,nu

dT pz, CiXpJ�pzqYJ�pzqqq � max
iPt1,2,...,nu

inf
 
dT pz, pq

�� p P Ci X pJ�pzq Y J�pzqq( .
(10.1.8)

Since X is globally hyperbolic, J�pzq are closed by [147, Theorem 3.16, Definition 3.7]. Hence

Ci X pJ�pzq Y J�pzqq is a closed subset of Jpx, yq and therefore compact, from which it follows

2Here curvature bounds are taken with respect to triangle comparison, but can be cast to angle or hinge
comparison via Proposition 8.2.9.
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that the infimum in (10.1.8) is attained.

We now show that fpzq P p0,8q for all p. If fpzq � 0 for some z P Jpx, yq fixed, this implies

dT pz, Ci X pJ�pzq Y J�pzqqq � 0 for all i � 1, � � � , n. As the infimun in (10.1.8) is attained,

this implies that for each i � 1, � � � , n, there exists a pi P Ci X pJ�pzq Y J�pzqq, such that

dT pz, piq � 0. In particular, by (10.1.3a), T pzq � T ppiq. Furthermore, as pi P J�pzq Y J�pzq,
we have either z ¤ pi or pi ¤ z and as X is causally path connected, cf. Definition 8.1.17, there

exists a future-directed (resp. past-directed) causal curve from z to pi. Since time functions

are strictly increasing (resp. decreasing) on such curves by definition, this implies z � pi for

all i � 1, � � � , n. Therefore, z P Ci or, equivalently, z R Di for all i � 1, � � � , n As the Di cover

Jpx, yq, we find z R Jpx, yq, which is a contradiction. If fpzq � 8 for some z, then there exists

some i such that CiXpJ�pzqYJ�pzqq � H. Indeed, as all of these sets are compact and the null

distance is finite valued, the maximum of finitely many infima can only be infinite if (at least)

one of the sets is empty. Thus, Jpx, yq X pJ�pzq Y J�pzqq � Di, and hence x, y P Di. As Di

is a timelike diamond and therefore causally convex, this implies Jpx, yq � Di, which we have

already treated.

As the sets Ci X pJ�pzq Y J�pzqq and t1, � � � , nu are all compact and the null distance

is continuous, it follows that f is a continuous function3 on a compact set, hence attains its

minimum value. Consequently, we set ε :� minzPJpx,yq fpzq ¡ 0. Now let p, q P Jpx, yq with

p ¤ q and diamT pJpp, qqq � dT pp, qq   ε. As fppq ¥ ε, there exists i such that dT pp, Ci X
pJ�ppq Y J�ppqq ¥ ε. Then clearly, p R Ci. Furthermore, since p ¤ q and dT pp, qq   ε, we have

q R Ci. Thus, p, q P Di and by the causal convexity of diamonds, also Jpp, qq � Di.

Since X is a globally hyperbolic Lorentzian length space, it is strongly causal, non-timelike

locally isolating, and chronological, so the addenda follow by taking the open cover to be the

basis of diamonds from Proposition 8.1.24 and Lemma 8.1.25 respectively.

10.1.2 The Gluing Lemma for Curvature Bounded Below

Recall that globally hyperbolic Lorentzian length spaces X are geodesic, with finite and con-

tinuous time separation function, see the discussion following Definition 8.1.18. Consequently,

for the remainder of this chapter, when we speak of a distance realiser between causally related

points, we may rest assured that such a distance realiser exists. Furthermore, conditions (i)

and (ii) of Definition 8.2.7 hold in the case U � X and for our globalisation theorem, we again

only need to consider points (iii) and (iv). While point (iv) of Definition 8.2.7 is required in

the case of curvature bounded below, its globalisation is automatic: the condition considers the

3Recall that if h : X � Y Ñ R is a continuous function, with Y compact, then fpxq � infthpx, yq | y P Y u is
continuous (and similarly for the maximum)
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germs of distance realisers at each point x P U and we have a covering of X by U on which the

inequality (8.2.6) holds, from which it follows that the condition holds at each x P X. With the

other points addressed, we now turn our focus to point (iii).

In order to simplify the discussion surrounding the angle comparison condition (8.2.5), we

first introduce some terminology to describe when a given angle in an admissible causal triangle

does or does not satisfy the constraint.

Definition 10.1.10 (Angle Condition Holds/Fails)

Let X be a regular Lorentzian pre-length space with timelike curvature bounded below by K P R
in the sense of Definition 8.2.7. Let α : r0, as Ñ X, β : r0, bs Ñ X be timelike distance realisers

of arbitrary time-orientation, such that x :� αp0q � βp0q and x, αpaq, βpbq, in some causal order,

are the vertices of an admissible causal triangle in X.4 We say that the angle condition holds

at x if (8.2.5) is satisfied at x, with respect to the curvature bound K on X. Similarly, we say

that the angle condition fails to hold at x if (8.2.5) is not satisfied at x. In particular, the

angle condition can be said to hold/fail at vertices between timelike sides of an admissible causal

triangle.

A key component of the proof of the globalisation theorem (Theorem 9.2.2) in the case of

curvature bounded above was the so-called gluing lemma (Lemma 9.1.1), which roughly states

that when two timelike sub-triangles satisfy curvature bounds, then the large timelike triangle

formed by combining the two triangles must also satisfy that curvature bound. While this version

of the gluing lemma, which utilises the triangle comparison condition from Definition 8.1.20, does

not hold in the case of curvature bounded below, we propose an alternative result in the same

spirit, instead using the aforementioned angle comparison condition. We propose that if the

angle condition fails to hold at some vertex in a timelike triangle, then splitting the triangle

into two timelike sub-triangles along one of the adjacent sides results in at least one sub-triangle

with failing angle condition. In particular, there are three candidate angles at which the angle

condition may fail. In our eventual proof of the synthetic Lorentzian Toponogov globalisation

theorem, we will use this to induce a contradiction, starting with an arbitrary admissible causal

triangle for which the angle condition fails at a given vertex and showing that there must exist

a sub-triangle contained within a comparison neighbourhood, for which the angle condition also

fails at some vertex.

As with the gluing lemma for spaces with curvature bounded above, the proof of result will

utilise the twin Lorentzian versions of the Alexandrov’s lemma to compare the properties of the

two sub-triangles. Recall that we obtain two Alexandrov lemmas in Lorentzian signature, since

4Recall we assume that the vertices of admissible causal triangles satisfy size-bounds cf. Definition 8.1.11.
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ȳ ȳ1

z̄1

x̄1

p̄1

(a) A convex situation in the future version of
Alexandrov’s lemma. The future version con-
siders timelike triangles ∆px, y, zq split into sub-
triangles by a timelike distance realiser from x

or z to a point on the opposite side.

x̄

p̄

ȳ

z̄

x̄1

ȳ1

z̄1

p̄1

(b) A concave situation in the across version of
Alexandrov’s lemma. The across version splits
the triangle along a distance realiser from y.
Unlike the future case, we have to choose p such
that γpy (or γyp) is timelike.

Figure 10.1.1: Comparison situations and Alexandrov’s lemma. Triangles with primed points
are comparison triangles for ∆px, y, zq, while unprimed triangles are comparison triangles for
the sub-triangles, constructed such that they share the dividing edge.

we may divide a timelike triangle along its long or short side (resulting in the across or future

version of the lemma respectively). In what follows, we provide condensed statements of these

lemmata and direct the reader to [128, Proposition 2.42, 2.43] and [126, Lemma 4.2.1, 4.2.2] for

their proofs.5

Proposition 10.1.11 (Alexandrov’s Lemma: Future Version)

Let X be a Lorentzian pre-length space, ∆px, y, zq be a timelike triangle satisfying size-bounds for

K P R, and ∆px̄1, ȳ1, z̄1q be a comparison triangle for ∆px, y, zq in L2pKq.

Let p P γxy such that the timelike distance realiser γpz exists. Consider the sub-triangles

∆px, p, zq and ∆pp, y, zq and construct their comparison triangles ∆px̄, p̄, z̄q and ∆pp̄, ȳ, z̄q in

L2pKq, such that they share the side γpz, see Figure 10.1.1a. Finally, let p̄1 be a comparison

point for p in ∆px̄1, ȳ1, z̄1q. Then:

(i) The configuration of ∆px̄, p̄, z̄q and ∆pp̄, ȳ, z̄q is convex (i.e. τpp, zq � τpp̄, z̄q ¤ τpp̄1, z̄1q)
if and only if >p̄pȳ, z̄q ¤ >p̄px̄, z̄q.

5While these references prove the results for K � 0, generalising to non-zero K is straightforward under the
appropriate size-bounds.
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(ii) The configuration of ∆px̄, p̄, z̄q and ∆pp̄, ȳ, z̄q is concave (i.e. τpp, zq � τpp̄, z̄q ¥ τpp̄1, z̄1q)
if and only if >p̄pȳ, z̄q ¥ >p̄px̄, z̄q.

The analogous result with p P γyz and a timelike distance realiser γxp also holds.

Proposition 10.1.12 (Alexandrov’s Lemma: Across Version)

Let X be a Lorentzian pre-length space, ∆px, y, zq be a timelike triangle satisfying size-bounds for

K P R, and ∆px̄1, ȳ1, z̄1q be a comparison triangle for ∆px, y, zq in L2pKq.

Let p P γxz with p ! y such that the timelike distance realiser γpy exists. Consider the

sub-triangles ∆px, p, yq and ∆pp, y, zq and construct their comparison triangles ∆px̄, p̄, ȳq and

∆pp̄, ȳ, z̄q in L2pKq, such that they share the side γpy, see Figure 10.1.1b. Finally, let p̄1 be a

comparison point for p in ∆px̄1, ȳ1, z̄1q. Then:

(i) The configuration of ∆px̄, p̄, ȳq and ∆pp̄, ȳ, z̄q is convex (i.e. τpp, yq � τpp̄, ȳq ¤ τpp̄1, ȳ1q)
if and only if >p̄pȳ, z̄q ¤ >p̄px̄, ȳq.

(ii) The configuration of ∆px̄, p̄, ȳq and ∆pp̄, ȳ, z̄q is concave (i.e. τpp, yq � τpp̄, ȳq ¥ τpp̄1, ȳ1q)
if and only if >p̄pȳ, z̄q ¥ >p̄px̄, ȳq.

The analogous result with y ! p and a timelike distance realiser γyp also holds.

Note that the inequalities in the above lemmata are strict, except in the case where the

configuration of triangles is simultaneously convex and concave, when all inequalities become

equality and ∆px, y, zq is degenerate. Furthermore, the convexity/concavity conditions are re-

spectively automatically satisfied if X has timelike curvature bounded below/above by K and

∆px, y, zq is contained within a comparison neighbourhood.

z

y

p

x

Figure 10.1.2: The gluing lemma for curvature bounded below: if the angle condition at x
in ∆px, y, zq fails to hold (shown in black), then at least one of the three angles conditions
at p or x in the smaller triangles fail to hold (shown in red).
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Lemma 10.1.13 (Gluing Lemma: Curvature Bounded Below)

Let X be a strongly causal, locally causally closed, geodesic, and regular Lorentzian pre-length

space with curvature bounded below by K P R in the sense of angle comparison. Let ∆px, y, zq
be an arbitrary timelike triangle in X and ∆px̄1, ȳ1, z̄1q be a comparison triangle for ∆px, y, zq in

L2pKq. Assume that the angle condition fails to hold at x in ∆px, y, zq. Then given a point

(i) p on γxy, the angle condition fails for at least one of the following: p on ∆px, p, zq, x in

∆px, p, zq, or p in ∆pp, y, zq.

(ii) p on γxz with y ! p (or with p and y in reverse order), the angle condition fails for at least

one of the following: p in ∆px, y, pq, x in ∆px, y, pq, or p in ∆py, p, zq.
Analogous statements hold if the angle condition fails at y in ∆px, y, zq and p is on γxy or

γyz, or the angle condition fails at z in ∆px, y, zq and p is on γyz or γxz (and is timelike related

to y).

Proof. We prove point (i) of the result in the case where the angle condition fails to hold at

x in ∆px, y, zq. Each of the remaining statements can be proven similarly using the various

configurations of Proposition 10.1.12 and Proposition 10.1.11 corresponding to the situation

produced.

Denote by α the distance realiser (which exists since X is geodesic) from p to z and let

β� and β� the parts of γxy which go from p to x and p to y, respectively. Consider the com-

parison triangles ∆px̄, p̄, z̄q for ∆px, p, zq and ∆pp̄, ȳ, z̄q for ∆pp, y, zq in L2pKq, such that they

share the edge γp̄z̄. Also consider the comparison triangle ∆px̄1, ȳ1, z̄1q for ∆px, y, zq and the

comparison point p̄1 for p in ∆px̄1, ȳ1, z̄1q. Assume the angle condition at x in ∆px, p, zq holds,

i.e. >xpγxz, β�q ¥ >x̄pp̄, z̄q (here the sign of the angle is �1), otherwise we are done. We now

show the angle condition at p must fail in either ∆px, p, zq or ∆pp, y, zq.
For the angle at x̄ in ∆px̄, p̄, z̄q and x̄1 in the sub-triangle6 ∆px̄1, p̄1, z̄1q, we know

>x̄pp̄, z̄q ¤ >xpγxz, γxyq   >x̄1pȳ1, z̄1q � >x̄1pp̄1, z̄1q , (10.1.9)

since the angle condition holds at x in ∆px, p, zq and fails at x in ∆px, y, zq. Furthermore, as p̄1

is a comparison point for p, we have τpx̄, z̄q � τpx̄1, z̄1q and τpx̄, p̄q � τpx̄1, p̄1q and Corollary 8.2.2

yields

τpp, zq � τpp̄, z̄q ¡ τpp̄1, z̄1q , (10.1.10)

since the length of short sides is monotonically decreasing with respect to the opposite angle.

By using the version of Alexandrov’s Lemma as given in Proposition 10.1.11, the comparison

6Recall that in general, the sub-triangle ∆px̄1, p̄1, z̄1q � ∆px̄, p̄, z̄q.
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triangles ∆px̄, p̄, z̄q and ∆pp̄, ȳ, z̄q therefore form a concave situation and

>p̄px̄, z̄q   >p̄pȳ, z̄q . (10.1.11)

Moreover, by Proposition 8.2.6, we have >xpβ�, αq � >xpα, β�q. If the angle condition were to

hold at p in both ∆px, p, zq and ∆pp, y, zq, we would have

>p̄px̄, z̄q ¥ >ppβ�, αq � >ppα, β�q ¥ >p̄pȳ, z̄q , (10.1.12)

contradicting (10.1.11). Hence, the angle condition must fail at p either in ∆px, p, zq or ∆pp, y, zq,
if it does not fail at x in ∆px, p, zq.

In particular, since Lorentzian length spaces are locally causally closed and globally hyper-

bolic Lorentzian length spaces are both geodesic and strongly causal, the above result holds in

our setting of globally hyperbolic, regular Lorentzian length spaces.

10.2 Toponogov Globalisation

The main goal of this section is to prove a synthetic Lorentzian analogue of Toponogov’s global-

isation theorem (see Theorem 7.2.6) for lower timelike curvature bounds. As previously discussed,

we will be working in the setting of connected, globally hyperbolic, regular Lorentzian length

spaces with time function, with second countability being a sufficient condition to ensure the

existence of a time function by Proposition 10.1.2. The set-up we have detailed also contains

the assumptions of the Toponogov-style globalisation theorem for globally hyperbolic Lorent-

zian manifolds established in [118, Theorem 4.4]. In particular, [116, Example 3.24] shows that

strongly causal spacetimes are regular Lorentzian length spaces and [131] note that globally

hyperbolic spacetimes admit time functions.7

Our approach follows that of [133] in the metric setting and will hence consider curvature

bounded below in the sense of the angle condition, as in Definition 8.2.7. We proceed roughly

as follows: consider an arbitrarily large admissible causal triangle in a space with curvature

bounded below by some K P R which satisfies size-bounds for K and for which angle compar-

ison fails, as in Definition 10.1.10. By contradiction, we will prove that such a triangle cannot

exist; if this triangle did exist, it could be broken into smaller admissible causal sub-triangles

using Lemma 10.1.13, resulting in a sub-triangle contained in a comparison neighbourhood for

which angle comparison fails at some vertex, contradicting the curvature bound. Here the size

7Strictly speaking, [118] consider smooth timelike sectional curvature bounded above, however for spacetimes
this is equivalent to synthetic timelike curvature bounded below, see [149]. We will discuss this in more detail
in Section 10.3.
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of timelike triangles is measured with respect to the null distance from Definition 10.1.4 and

corresponds to its null distance diameter (10.1.4). Note that since the null distance is finite

by Proposition 10.1.7, the dT -diameter of a triangle is always finite and the notion of “smaller”

triangles makes sense. Moreover, by [123, Remark 3.12], if there exists an admissible causal

triangle with a vertex at which the angle condition fails, then there exists a timelike triangle

with a vertex at which the angle condition fails. Hence, by contraposition, it is sufficient to show

that no timelike triangles possess vertices at which the angle condition fails. In particular, we

need not consider triangles with a null side at any stage.

The proof itself is split into four main parts, with the first three parts yielding properties of

the angle condition at the vertices of an arbitrary timelike triangle ∆px, y, zq, provided the angle

condition holds at all vertices of all timelike triangles which are almost as large with respect to

the null distance. The final part demonstrates that (local) curvature bounded below by K P R
is sufficient to guarantee that all timelike triangles below a certain size with respect to the null

distance do not have any vertices at which the angle condition fails, yielding our contradiction.

Our first result demonstrates that, if an angle condition fails at some vertex of a timelike

triangle ∆px, y, zq, but does not fail at any vertex in any timelike triangle which is almost

as large as ∆px, y, zq, then there exists a timelike triangle ∆px2, y2, z2q of comparable size to

∆px, y, zq for which the angle condition fails at a vertex corresponding to an angle of sign σ � �1.
Consequently, to prove that the angle condition does not fail at any vertex of any triangle, it

suffices to check that the angle condition does not fail at vertices corresponding to an angle of

sign σ � �1.

Proposition 10.2.1 (Sub-Triangles with Failing pσ � �1q-Angles Exist)

Let X be a connected, globally hyperbolic, regular Lorentzian length space with time function T

and curvature bounded below by K P R. Fix 0   ε   1 and let ∆px, y, zq be a timelike triangle in

X for which the angle condition fails at some vertex. If the angle condition holds at each angle

in every timelike triangle ∆px1, y1, z1q satisfying both

(i) x ¤ x1 ! y1 ! z1 ¤ z

(ii) dT px1, z1q ¤ p1� εqdT px, zq

then there is at least one timelike triangle ∆px2, y2, z2q with x ¤ x2 ! y2 ! z2 ¤ z such that the

angle condition fails at y2, i.e. >y2px2, z2q ¡ >ȳ2px̄2, z̄2q.

Proof. If the angle condition fails at y in ∆px, y, zq then we are done and ∆px2, y2, z2q �
∆px, y, zq. So assume that the angle condition fails at either x or z in ∆px, y, zq, say at x without
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x0

y0 � y1

z

x1 � x2

y2

(a) Subdividing a triangle with failing angle
condition at x0 (black). The angle condition
fails to hold at x1 in ∆px1, y1, zq (red) after
the first subdivision (dashed) and at x2 in
∆px2, y2, zq (blue) after the second (dotted).

xn

yn

z

z1n

zn

BJ�pynq

(b) Subdividing the triangle ∆pxn, yn, zq along
its long side in a timelike manner. For large n,
∆pxn, yn, znq does not have failing angle condi-
tion, so the angle condition at zn in ∆pyn, zn, zq

(red), which has sign σ � �1, must fail.

Figure 10.2.1: The process of producing a sub-triangle with an angle of sign σ � �1 at which
the angle condition fails. First we divide along the short side of ∆px0, y0, zq until we get a
small triangle ∆pxn, yn, zq which we divide along its long side.

loss of generality (the case where the angle condition fails at z is analogous under reversal of the

time orientation).

We split the side γxy at its midpoint with respect to the null distance dT , that is, at p1 P γxy
such that dT px, p1q � dT pp1, yq � 1

2dT px, yq. The distance realiser8 γp1z then divides ∆px, y, zq
into two timelike sub-triangles ∆px, p1, zq and ∆pp1, y, zq. By Lemma 10.1.13 (the gluing lemma),

we get that either the angle condition fails at p in ∆px, p1, zq, in which case the result follows

with ∆px2, y2, z2q � ∆px, p1, zq, or the angle condition fails at either x in ∆px, p1, zq or p1 in

∆pp1, y, zq. In either of the latter two cases, rename the triangle where the angle condition fails

to ∆px1, y1, zq with the angle condition now failing at x1 (in the case where both triangles have

failing angle condition, simply pick your favourite).

We may then take ∆px1, y1, zq and repeat this process arbitrarily many times as in Fig-

ure 10.2.1a, terminating the process if we obtain a triangle with an angle of sign σ � �1 at which

the angle condition fails. If we never find such a triangle, then we obtain a sequence of pairs

xn ! yn on the side γxy, such that the angle condition fails at xn in ∆pxn, yn, zq for each n. In

8This distance realiser need not be unique, since our space is not uniquely geodesic in general. If this is the
case, the reader is free to make a choice.
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particular, dT pxn, ynq � T pynq�T pxnq by (10.1.3b). Furthermore, since the triangle ∆pxn, yn, zq
is always subdivided according to the dT -midpoint pn�1 of γxnyn (which becomes either xn�1 or

yn�1 in the subsequent triangle), then dT pxn, ynq � T pynq � T pxnq Ñ 0. As the pairs pxn, ynq
lie on the distance realiser γxy and time functions are strictly monotone on causal curves, this

implies that the sequences xn and yn have a common limit point x� P γxy, with xn Õ x� and

yn × x�.

We now consider two cases. Firstly, if dT px�, zq   p1� εqdT px, zq, then for sufficiently large

n, we have dT pxn, zq ¤ p1� εqdT px, zq and the triangle ∆pxn, yn, zq is sufficiently small that, by

assumption, the angle condition must hold at each of its angles. Since the angle condition fails

at xn in ∆pxn, yn, zq by construction, we have a contradiction.

Secondly, if dT px�, zq ¥ p1 � εqdT px, zq, the triangle ∆pxn, yn, zq is always too large with

respect to dT for the previous argument to apply. It therefore becomes necessary to split some

∆pxn, yn, zq along its long side γxnz in the following manner, in order to obtain sub-triangle with

an angle of sign σ � �1 at which the angle condition fails. Let z1n be the point on the intersection

of the distance realiser γxnz with the boundary BJ�pynq, i.e. xn ! z1n ! z, yn ¤ z1n, and yn �! z1n,

see Figure 10.2.1b. This point is unique by regularity of X.9 By global hyperbolicity of X, the

causal diamond Jpx, zq is compact and we may assume that z1n Ñ z� in X, where we pass to a

subsequence if necessary.

We claim that z� � x�. By construction, yn �! z1n, so τpyn, z1nq � 0. Therefore, by continuity

of τ (see [116, Theorem 3.30]), in the limit n Ñ 8 (where yn × x�), we obtain τpx�, z�q � 0.

Furthermore, since yn ¤ z1n and X is causally closed by Proposition 8.1.19, we have x� ¤ z�.

Additionally, since xn, z1n, and z all lie along the distance realiser γxnz, additivity of length (8.1.5)

yields

0   τpxn, zq � τpxn, z1nq � τpz1n, zq , (10.2.1)

with a further application of the continuity of τ implying that

0   τpx�, zq � τpx�, z�q � τpz�, zq � τpz�, zq (10.2.2)

in the limit nÑ8, where positivity of τpx�, zq follows from the fact that x� P γxy. In particular,

since X is geodesic (see [116, Theorem 3.28]), the points x�, z�, and z lie along a distance realiser

γx�z, where the segment from x� to z� contributes zero τ -length. Since x� ! z, regularity implies

that this distance realiser is timelike, so τpx�, z�q � 0 ùñ x� � z�. In summary, as nÑ8, all

of the sequences xn, yn, and z1n tend to x�.

9Indeed, assume that there exists another such point z̃n P γxnz. Since γxnz is timelike, by regularity either
z1n ! z̃n or z̃n ! z1n. Without loss of generality, choose z1n ! z̃n, which implies yn ¤ z1n ! z̃n. By push up (8.1.2),
yn ! z̃n, yielding a contradiction
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Returning to the triangle ∆pxn, yn, zq, in which the angle condition fails at xn, we find a

timelike distance realiser γynzn from yn to a point zn on γxnz which is slightly in the future of

z1n. Next we use γynzn to divide ∆pxn, yn, zq into two timelike sub-triangles, ∆pxn, yn, znq and

∆pyn, zn, zq. Applying Lemma 10.1.13 then tells us that either the angle condition fails at zn in

∆pyn, zn, zq, or the angle condition fails at xn or zn in ∆pxn, yn, znq. However, for large enough

n the latter case cannot occur, since the points xn, yn, and zn are all close enough to x� that we

have dT pxn, znq ¤ p1 � εqdT px, zq and no angle conditions fail in ∆pxn, yn, znq, by assumption.

Consequently, the angle condition fails at zn in ∆pyn, zn, zq for large enough n and the result

follows with ∆px2, y2, z2q � ∆pyn, zn, zq

From this point onwards, we therefore only consider triangles which have failing angle

condition at a vertex corresponding to an angle of sign σ � �1. Namely, the angle condition

fails at the vertex opposite their longest side, and we divide these triangles along their shorter

sides. This avoids the issue where splitting a timelike triangle along its longest side may not

result in timelike sub-triangles.

Following the work of Plaut across two papers [142,143], Lang and Schroeder [133] provide

a “cat’s cradle” construction for use in proving Toponogov’s theorem for metric length spaces.

This cat’s cradle construction is a recursive decomposition of an arbitrary triangle ∆px, y, zq into

smaller triangles in such a way that we can guarantee certain angle conditions hold in ∆px, y, zq.
In the second result of this section, we prove that the cat’s cradle can also be performed in the

Lorentzian setting. This is in spite of the challenge posed by sub-triangles not needing to be

small with respect to the metric topology induced by d, even if their sides have small τ -length,

in contrast to the metric setting. We circumvent this issue by performing the decomposition in

such a way that subsequent triangles are instead small with respect to the null distance dT .

Proposition 10.2.2 (Cat’s Cradle)

Let X be a connected, globally hyperbolic, regular Lorentzian length space with time function T

and curvature bounded below by K P R. Fix 0   ε   1
2 and let ∆px, y, zq be a timelike triangle

in X. If, for every timelike triangle ∆px1, y1, z1q satisfying both

(i) x ¤ x1 ! y1 ! z1 ¤ z

(ii) dT px1, z1q ¤ p1� εqdT px, zq
the angle condition holds at all vertices of ∆px1, y1, z1q, then the angle condition also holds at y

in ∆px, y, zq.

Proof. (sketch) Since the proof of Proposition 10.2.2 is both extensive and technical, we provide

only a brief overview here and instead direct the reader to Appendix D for full details.
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T � 0

T � εL

T � p1� εqL

T � 1

x � xn

z � zn

y � y0

y1

y2

y3

θ1

θ2

θ3

θ4

ϕ1
ϕ2ϕ3

(a) The cat’s cradle construction, show-
ing the first three sub-triangles ∆py1, y0, zq,
∆px, y1, y2q, and ∆py3, y2, zq. The points yn lie
on the level sets T � εL and p1� εqL.

ȳ1

ȳ0

z̄1 � z̄2

x̄0 � x̄1

z̄0

x̄2

ȳ2

z̄3

ȳ3

ϕ̄3

θ̄1 ω̄1

ϕ̄1

θ̄2

θ̄3

ϕ̄2

.

(b) The comparison construction for the cat’s
cradle. This consists of comparison triangles
with angles θ̄n and ϕ̄n and comparison hinge
pγx̄0ȳ0 , γȳ0z̄0 ; ω̄1q.

Figure 10.2.2: The cat’s cradle constructions for an arbitrary triangle ∆px, y, zq in X and the
comparison construction in L2pKq. Not marked for n ¥ 2 are the angles ω̄n for the hinges
adjacent to ϕ̄n�1, which are located in approximately the same position as θ̄n.

We begin by considering an arbitrary triangle ∆px, y, zq of null distance diameter dT px, zq �
L and performing a recursive decomposition of said triangle. We do so by carving off triangles

whose null distance diameter (10.1.4) is p1� εqL and hence for whom the angle condition holds

at all vertices, see Figure 10.2.2a. From this construction, we obtain the sequence of inequalities

0   l0 ¤ l1 ¤ � � � ¤ τpx, zq . (10.2.3)

Here ln :� τpx, ynq � τpyn, zq measures how much time separation it takes to get from x to

z via the short sides of the triangle once we have removed n pieces. By then performing a

corresponding recursive construction in the model space L2pKq using both comparison hinges

and comparison triangles, see Figure 10.2.2b, we obtain a second sequence of inequalities

τpx̄0, z̄0q ¤ τpx̄1, z̄1q ¤ � � � (10.2.4)

By showing that these two sequences converge to the same limit, we find that the hinge compar-
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ison condition τpx, zq ¥ τpx̄0, z̄0q holds at y in ∆px, y, zq. Then by monotonicity of the law of

hyperbolic cosines, this implies that the angle at ȳ in the comparison triangle ∆px̄, ȳ, z̄q is bigger

than the angle at y in ∆px, y, zq, so the angle condition holds at y.

Collecting the previous two propositions, we can deduce that the angle conditions hold

in arbitrarily large timelike triangles so long as they hold for all triangles which are not quite

as large. In particular, Proposition 10.2.1 says any angle condition fails in a given triangle

∆px, y, zq, then we can find a triangle ∆px1, y1, z1q of comparable size and position for which the

angle condition fails at a vertex corresponding to an angle with sign σ � �1. On the other

hand, Proposition 10.2.2 says if the angle conditions hold in all triangles which are almost as

large as ∆px1, y1, z1q then the angle condition holds at vertices of ∆px1, y1, z1q corresponding to

angles of sign σ � �1, yielding a contradiction. We formulate this more precisely as follows:

Corollary 10.2.3 (Angle Conditions Hold for Slightly Larger Triangles)

Let X be a connected, globally hyperbolic, regular Lorentzian length space with time function T

and curvature bounded below by K P R in the sense of angle comparison. Fix 0   ε   1
2 and let

∆px, y, zq be a timelike triangle in X which satisfies the size-bounds for K. If, for every timelike

triangle ∆px1, y1, z1q satisfying both

(i) x ¤ x1 ! y1 ! z1 ¤ z and

(ii) dT px1, z1q ¤ p1� εqdT px, zq,

the angle condition holds at all vertices of ∆px1, y1, z1q, then the angle condition also holds at each

angle in ∆px, y, zq.

Proof. First, observe that our assumptions include the criteria for Proposition 10.2.2 to hold. In

particular, the angle condition must not fail at y in ∆px, y, zq. Now assume for a contradiction

that the angle condition fails at either x or z in ∆px, y, zq. Then by Proposition 10.2.1, there

exists a timelike triangle ∆px2, y2, z2q with x ¤ x2 ! y2 ! z2 ¤ z, such that the angle condition

fails at y2.

Furthermore, since x ¤ x2 ! z2 ¤ z, the points x2 and z2 are contained in the timelike dia-

mond Ipx, zq, so by Lemma 10.1.8 we have dT px2, z2q ¤ dT px, zq. Suppose now that ∆px1, y1, z1q
is some timelike triangle with x2 ¤ x1 ! y1 ! z1 ¤ z2 and dT px1, z1q ¤ p1 � εqdT px2, z2q. Then

we also have x ¤ x1 ! y1 ! z1 ¤ z and dT px1, z1q ¤ p1� εqdT px, zq, hence by our assumptions,10

the angle condition holds at all vertices of all such ∆px1, y1, z1q. Therefore, the result of Pro-

10Here we show that Proposition 10.2.2 holds for ∆px2, y2, z2q with the same ε as ∆px, y, zq. In fact, as
dT px

2, z2q � δdT px, zq for δ P p1� ε, 1s, if ∆px, y, zq satisfies the assumptions of the proposition for some ε, then
∆px2, y2, z2q does so for any value in r1� 1�ε

δ
, 1
2
q.
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position 10.2.2 holds not only for ∆px, y, zq but also for ∆px2, y2, z2q. In particular, the angle

condition does not fail at y2 in ∆px2, y2, z2q, yielding a contradiction. Consequently, the angle

condition must not fail at x or z in ∆px, y, zq, from which our result follows.

Given that all timelike triangles below a certain size (with respect to the null distance)

possess no vertices with failing angle condition, the previous proposition says that we may expand

this a little bit and say that slightly larger triangles also do not have vertices with failing angle

condition. By repeating this process, we may then infer that no timelike triangles exhibit failing

angle condition. It remains to show that (local) curvature bounded below by K provide us with

a positive lower bound on the size of timelike triangles which have a vertex at which the angle

condition fails, that is, a size below which triangles do not possess vertices with failing angle

condition.

Theorem 10.2.4 (Synthetic Lorentzian Toponogov Globalisation)

Let X be a connected, globally hyperbolic, regular Lorentzian length space with a time function T

and timelike curvature bounded below by K P R. Then X has timelike curvature globally bounded

below by K.

Proof. First recall that X having timelike curvature globally bounded below by K (in the sense

of angle comparison) corresponds to X being a p¥ Kq-comparison neighbourhood with respect to

the conditions given in Definition 8.2.7. However, condition (iv) is a local property, only requiring

the germs of curves, hence it globalises trivially. Furthermore, recall that globally hyperbolic

Lorentzian length spaces are geodesic with continuous time separation τ by [116, Theorems 3.28,

3.30], so properties (i) and (ii) are also satisfied globally by assumption. It remains to show

that property (iii) holds, that is, arbitrarily large admissible causal triangles in X do not have

vertices at which the angle condition fails. Following our discussion at the start of this section,

it is sufficient to check that arbitrarily large timelike triangles do not have vertices at which

the angle condition fails, since the existence of an admissible causal triangle with a failing angle

condition implies the existence of a timelike triangle with a failing angle condition.

So assume for contradiction that ∆px, y, zq is a timelike triangle in X which has failing

angle condition at some vertex (this also permits triangles where the angle condition fails at

multiple vertices). The triangle ∆px, y, zq is contained in the diamond Jpx, zq, which is compact

by global hyperbolicity of X. Suppose that δ ¡ 0 is a greatest lower bound on the dT -diameter of

timelike triangles in Jpx, zq which exhibit a failing angle condition. In particular, all the vertices

of any timelike triangle contained in Jpx, zq with dT -diameter (10.1.4) less than δ must satisfy

the angle condition, but there exist triangles with dT -diameter greater than yet arbitrarily close
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to δ which possess at least one vertex with failing angle condition.11 Applying Corollary 10.2.3

to the triangles with dT -diameter greater than but arbitrarily close to δ, then yields that they

cannot have failing angle condition, which is a contradiction.

We now need to establish the existence of a positive greatest lower bound δ on the dT -

diameter of timelike triangles in Jpx, zq with failing angle condition. Define

A :�  
diamT p∆px1, y1, z1qq

��∆px1, y1, z1q � Jpx, zq and exhibits failing angle condition
(
.

(10.2.5)

By assumption, the angle condition fails in ∆px, y, zq, so diamT p∆px, y, zqq � dT px, zq P A � H.

It follows that A has a greatest lower bound, which we verify is positive by demonstrating the

existence of some positive lower bound. By the Lebesgue number lemma for the null distance

(see Lemma 10.1.9), there exists some δ1 ¡ 0 such that any causal diamond with dT -diameter

less than δ1 which is contained in Jpx, zq is contained within a timelike diamond which is a

comparison neighbourhood. In particular, any timelike triangle ∆px1, y1, z1q � Jpx1, z1q � Jpx, zq
with dT -diameter dT px1, z1q   δ1 is contained in a comparison neighbourhood and so has vertices

with failing angle condition. It follows that δ1 is a positive lower bound for A, as required.

While the above theorem proves that curvature bounded below by K P R in the sense of

angle comparison globalises, an application of Proposition 8.2.9 yields that curvature bounded

below in the senses of hinge and triangle comparison also globalise, provided we additionally

assume that (8.2.6) also holds.

10.3 The Bonnet–Myers Theorem

The significance of the synthetic Lorentzian Toponogov globalisation theorem lies in its use to

extend known results for spaces with global timelike curvature bounds, to those with local timelike

curvature bounds, mirroring the use cases of Theorem 7.2.6 in the metric setting. Among these

direct corollaries is the result we present in this section, namely a synthetic Lorentzian analogue

of the Bonnet–Myers Theorem, in complete analogy to Theorem 7.2.7. We begin the section by

deriving a bound on the finite diameter of a Lorentzian pre-length space, under the assumption

of global curvature bounded below by some K   0, then apply Theorem 10.2.4 to obtain said

diameter bound on spaces with the same curvature bound locally. Further results which follow

from Theorem 10.2.4 will be discussed in Chapter 11.

While we discussed the development of the Bonnet–Myers theorem for Riemannian geo-

metry in Section 7.2.2, there are also a number of existing results in the Lorentzian literature

11It is not strictly necessary that δ be a greatest lower bound. This restriction allows us to apply our earlier
propositions for arbitrarily small constant ε ¡ 0, however we only require ε P p0, 1

2
q.
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which we feel it is important to address. In the smooth setting, Beem and Ehrlich [158, Theorem

9.5] have shown that globally hyperbolic spacetimes with timelike (sectional) curvature bounded

below by some K   0 have diampMq ¤ π?�K , where the diameter is defined in terms of the time

separation (8.1.1). More recently, in the synthetic setting, Cavalletti and Mondino [159, Propos-

ition 5.10] have shown using optimal transport that Lorentzian pre-length spaces with suitable

timelike measure contraction property, such as that implied by lower Ricci curvature bounds,

possess a corresponding upper bound on their diameter, with [160] deriving a corresponding res-

ult in the setting of low-regularity spacetimes. While in the metric setting, we could be content

with a result utilising bounds on the Ricci curvature (since Ricci curvature bounds are known to

be a weaker requirement than sectional curvature bounds, see [161]), in the synthetic Lorentzian

setting the hierarchy of timelike Ricci curvature bounds and timelike (sectional) curvature bounds

via triangle comparison is still an open problem. Consequently, our approach to bounding the

timelike diameter of a Lorentzian pre-length space via triangle comparison stands independently

of the existing literature on Ricci bounds and introduces a novel method whose details have merit

in their own right. Regardless, the similarity between the assumptions used in Theorem 10.3.4

and [159, Proposition 5.10], in particular global hyperbolicity, local causal closure, and geodesy,

is certainly striking and hints at a strong interplay between the two notions of curvature in the

synthetic Lorentzian setting, akin to their metric analogues.

At this stage it is worth raising a detail which we tacitly overlooked when stating the

definition of synthetic timelike curvature bounds via triangle comparison way back in Defini-

tion 8.1.20. When initially defining synthetic timelike curvature bounds via triangle comparison,

[116] extrapolated from the work of [119] and said that a spacetime should have synthetic time-

like curvature bounded above by K when it has smooth sectional curvature bounded above by

K and extrapolated from there. This is nice from the perspective of this text, where we com-

pare metric and synthetic Lorentzian pictures, since it means, for example, that the Toponogov

approach to globalisation is applied to curvature bounded below in both settings. However, it

has one flaw when comparing to the smooth Lorentzian picture: [119] defined semi-Riemannian

manifolds like spacetimes as having smooth sectional curvature bounded above by K when they

have smooth timelike sectional curvature bounded below by K. Consequently, where we speak

about spaces with synthetic timelike curvature bounded below by some K   0, [158,159] discuss

spaces with smooth timelike sectional curvature bounded above by some K   0. Furthermore,

while in the metric and smooth Lorentzian literature, curvature bounded below (resp. above) by

k implies curvature bounded below by all k1   k (resp. above by all k1 ¡ k), synthetic timelike

curvature bounds have the strange property that curvature bounded below (resp. above) by k

implies curvature bounded below by all k1 ¡ k (resp. above by all k1   k).
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Before diving into the theorem proper, we provide a technical lemma which yields a non-

degeneracy condition for adjacent timelike sub-triangles:

Lemma 10.3.1 (Non-degeneracy Condition)

Let X be a strongly causal, locally causally closed, regular, and geodesic Lorentzian pre-length

space and let U be a comparison neighbourhood in X. Let a ! z in U and let γaz be a timelike

distance realiser from a to z in U . Let x � γazptq and let y P Ipx, zq. Assume that both ∆pa, x, yq
and ∆px, y, zq satisfy size-bounds. Let γxy be a timelike distance realiser from x to y, and denote

by α� � γaz|r0,ts and α� � γaz|rt,1s the parts of γaz in the past and future of x, respectively.

If X has timelike curvature bounded below by K and ∆px, y, zq is non-degenerate, then

∆pa, x, yq is also non-degenerate and the angles >xpα�, γxyq and >xpα�, γxyq are equal and pos-

itive.

Proof. As ∆px, y, zq is non-degenerate, the corresponding comparison triangle in L2pKq is non-

degenerate, with the comparison angle at x̄ given by >̃xpy, zq ¡ 0 (see Corollary 8.2.3. Then

by angle comparison, see Definition 8.2.7, it follows that 0   >̃xpy, zq ¤ >xpα�, γxyq. Since X

is strongly causal, locally causally closed, and has timelike curvature bounded below, we can

apply Proposition 8.2.6, yielding >xpα�, γxyq � >xpα�, γxyq ¡ 0. Finally, by applying angle

comparison again we obtain that >̃xpa, yq ¥ >xpα�, γxyq ¡ 0 and it follows from Corollary 8.2.3

that ∆pa, x, yq is non-degenerate.

Now let us turn to the Bonnet–Myers theorem for Lorentzian pre-length spaces itself. In

light of the absence of a synthetic Lorentzian Toponogov globalisation theorem when this result

was first derived, our first variation of the synthetic Lorentzian Bonnet–Myers theorem requires

the assumption of global timelike curvature bounded below by some K   0. While the original

formulation of Theorem 10.3.3 found in [2, Theorem 4.12] considers the finite timelike diameter,

the following result shows that we may consider the full τ -diameter from the offset, in-line

with [158,159]:

Lemma 10.3.2 (Time Separation is Finite)

Let X be a chronological and geodesic Lorentzian pre-length space with timelike curvature bounded

below/above by K P R. Then τ is finite on X and the finite timelike diameter coincides with the

τ -diameter. In particular, the τ -diameter may still be infinite but is not attained on X if so.

Proof. Consider any two points x, y P X with x ! y and let γ : ra, bs Ñ X be the distance realiser

between them. Since X is chronological and has timelike curvature bound, Lemma 8.1.22 implies

that τ is locally finite. It follows that we may cover γ with with neighbourhoods on which τ is

finite. In fact, we may use finitely many such neighbourhoods since γ is the continuous image of
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a compact set. The segments of γ within each neighbourhood have finite τ -length and by (8.1.5),

the τ -length of γ is the finite sum of these finite lengths, hence finite.

Since X is geodesic, we may perform this exercise for any pair of timelike related points

and obtain a distance realiser of finite τ -length. Consequently, the time separation between any

pair of timelike related points must be finite. It then follows that the finite timelike diameter is

simply the τ -diameter.

In the statement of the following theorem, we impose a further non-degeneracy condition

on the space X: for each pair of points x ! z in X, there exists a y P X such that ∆px, y, zq is a

non-degenerate timelike triangle. This allows us to apply Lemma 10.3.1 along timelike distance

realisers and ensures that the space is not locally one-dimensional, reflecting our discussion

concerning the Bonnet–Myers theorem for metric spaces in Section 7.2.2, where spaces isomorphic

to R, p0,8q, r0, Bs for all B ¡ π?
k
, or circles of radius greater than 1?

k
are explicitly excluded

from the result. By utilising the approach of [100, Proposition 8.44], it may also be possible to

classify these pathological one-dimensional Lorentzian pre-length spaces to which the diameter

bound does not apply, though this is an open problem left for future work.

x

p

q

y

p̃

q̃

x̃

ỹ

ω

ω

ω

ω

Figure 10.3.1: Construction of the contradiction in the synthetic Lorentzian Bonnet–Myers
theorem with global curvature bounded below. On the left is a configuration in X with
τpp, qq ¡ DK and on the right the corresponding configuration in L2pKq consisting of the
two comparison hinges at x with angle ω.

Theorem 10.3.3 (Synthetic Lorentzian Bonnet–Myers: Global Curvature Bounds)

Let X be a chronological, strongly causal, locally causally closed, regular, and geodesic Lorentzian
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pre-length space with global curvature bounded below12 by K   0. Assume that for each pair of

points x ! z in X, there exists a point y P X such that ∆px, y, zq is a non-degenerate timelike

triangle. Then diampXq ¤ DK .

Proof. Without loss of generality, we consider the case K � �1. All other cases can be recovered

from this one by imposing the appropriate size-bounds and scaling.

Consider p, q P X with τpp, qq � π � ε for some small ε ¡ 0, such that τpp, qq ¡ π � D�1.

Furthermore, let α : r0, π � εs Ñ X be a timelike distance realiser from p to q parametrised by

τ -arclength, which is possible by the discussion before Definition 8.1.28. Now let x :� αpt�q and

z � αpt�q for t� � π
2 � ε

2 (the midpoint of α) and t� � π
2 � π

8 . The specific value of t� is not

especially relevant, so long as it lies within pt�, πq, since the point z � αpt�q is only required in

the construction of a triangle which satisfies size-bounds for L2p�1q later in the proof. Finally,

let α� :� α|r0,t�s and α|rt�,π�εs be the parts of α in the past and future of x, respectively.

By our non-degeneracy assumption, there exists a point y P Ipx, zq such that ∆px, y, zq
is non-degenerate. Let γxy be a distance realiser from x to y. Then by Lemma 10.3.1, we

get that both ∆pp, x, yq and ∆px, y, zq are non-degenerate. Furthermore, ω :� >xpα�, γxyq �
>xpα�, γxyq ¡ 0. We now claim that τpp, qq   τpp, yq�τpy, qq, contradicting the reverse triangle

inequality. We label the lengths as follows

t :� τpx, qq � τpp, xq � t�, a :� τpp, yq, b :� τpy, qq, and m :� τpx, yq , (10.3.1)

so our claim reads

2t   a� b . (10.3.2)

We now construct the following comparison situation in L2p�1q via hinge comparison,

see Definition 8.2.8: Let pα̃�, γx̃ỹ;ωq and pα̃�, γx̃ỹ;ωq be comparison hinges for pα�, γxy;ωq and

pα�, γxy;ωq respectively, constructed such that they share the distance realiser γx̃ỹ, see Fig-

ure 10.3.1. In particular, these hinges have angle ω ¡ 0 and therefore yield non-degenerate

timelike triangles ∆pp̃, x̃, ỹq and ∆px̃, ỹ, q̃q in L2p�1q. Note these triangles are not comparison

triangles. Label the unknown side-lengths ã :� τpp̃, ỹq and b :� τpỹ, q̃q. By hinge comparison,

we then obtain

a � τpp, xq ¥ τpp̃, x̃q � ã (10.3.3)

b � τpx, qq ¥ τpx̃, q̃q � b̃ , (10.3.4)

12Global curvature bounds guarantee the existence of a distance realiser in X between all pairs a ! b with
τpa, bq   DK . In this context, however, we require the existence of distance realisers for all timelike related pairs
of points slightly further than DK . X being geodesic is a sufficient condition for this.
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so a� b ¥ ã� b̃. For (10.3.2) to hold, it remains to show that ã� b̃ ¡ 2t.

We now prove this new claim. By applying reverse triangle inequality to the non-degenerate

triangles ∆pp̃, x̃, ỹq and ∆px̃, ỹ, q̃q respectively, we obtain

m� b̃   t and 2m� b̃   m� t   ã , (10.3.5)

from which it follows 2m   ã� b̃. Recall that

ã ¤ a � τpp, yq ¤ τpp, zq � π

2
� π

8
, (10.3.6)

and since b̃ ¥ 0, it follows that

0   2m   ã� b̃ ¤ π

2
� π

8
  π . (10.3.7)

In particular, as cosine is non-negative and strictly decreasing on r0, π2 s, we have

0   cos

�
ã� b̃
2

�
  cospmq. (10.3.8)

We now write down equations for ω � >x̃pp̃, ỹq � >x̃pỹ, q̃q using the hyperbolic law of

cosines, see Corollary 8.2.2 and [125, Lemma 2.4] with K � �1. Namely, we find

cospmq cosptq � sinpmq sinptq coshpωq � cos pãq , (10.3.9)

cospmq cosptq � sinpmq sinptq coshpωq � cos
�
b̃
	
. (10.3.10)

Adding these two equations together allows us to eliminate ω, yielding

2 cospmq cosptq � cospãq � cos
�
b̃
	
� 2 cos

�
ã� b̃
2

�
cos

�
ã� b̃
2

�
, (10.3.11)

where we have used the cosine addition formula in the second step. Since ε is small, we have
π
2   t � π

2 � ε
2   π and therefore cosptq   0. Furthermore, by (10.3.8), we know cospmq ¡

cos
�
ã�b̃
2

	
¡ 0, so

0 ¡ cos

�
ã� b̃
2

�
cosptq ¡ cospmq cosptq � cos

�
ã� b̃
2

�
cos

�
ã� b̃
2

�
(10.3.12)
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from which it follows that

cosptq ¡ cos

�
ã� b̃
2

�
(10.3.13)

Since the cosine function is strictly monotonically decreasing on rπ2 , πs, we obtain

ã� b̃ ¡ 2t, (10.3.14)

as required.

Applying Theorem 10.2.4 allows us to directly re-frame the above result in terms of local

timelike curvature bounds, at the cost of requiring X to adhere to the assumptions of the glob-

alisation theorem.

Theorem 10.3.4 (Synthetic Lorentzian Bonnet–Myers: Local Curvature Bounds)

Let X be a connected, globally hyperbolic, and regular Lorentzian length space which has a time

function T and local curvature bounded below by some K   0. Assume that X possesses the

following non-degeneracy condition: for each pair of points x ! z in X we find y P X such that

∆px, y, zq is a non-degenerate timelike triangle. Then the diameter satisfies diampXq ¤ DK .

When written in this way, it is not too hard to see that our Bonnet–Myers style results are

direct synthetic extensions of the result for globally hyperbolic spacetimes with smooth timelike

sectional curvature bounds in [158, Theorem 9.5]. Indeed, globally hyperbolic spacetimes are

regular Lorentzian length spaces with time function (see [116, Example 3.24] and [131]) and it

has recently been shown in [149, Section 3] that, for strongly causal spacetimes, the notions of

smooth timelike sectional curvature bounds and synthetic timelike curvature bounds agree.13

The following lemma, which was previously presented by [158, Proposition 9.4] for space-

times, gives us conditions under which the diameter of a Lorentzian pre-length space is not

attained by a distance realiser. Following the publication of Theorem 10.3.3 in [2, Theorem

4.12], it was shown in [162] that additionally assuming DK is attained by an open distance

realiser γ : pa, bq Ñ X forces the space to take the form of a Lorentzian warped product.

Lemma 10.3.5 (Unattainable Diameter)

Let X be a strongly causal Lorentzian pre-length space. If diampXq is finite, then it is not attained

by a distance realiser on X. Furthermore, if X is a globally hyperbolic Lorentzian length space,

then diampXq is never attained by a distance realiser on X, independently of whether it is finite.

13Up to the disparity in terminology discussed earlier, where smooth timelike bounds above are synthetic
timelike bounds below and vice versa.
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Proof. Let X be a strongly causal Lorentzian pre-length space. Assume for contradiction that

diampXq is finite and attained by some p, q P X, that is, τpp, qq � diampXq. Then, by strong

causality, q is contained within some timelike diamond Ipq�, q�q with q� ! q ! q�. In particular,

since the diameter of the space is finite, q � q�, as τpq, qq is only non-zero if it is infinite.

Therefore,

τpp, q�q ¥ τpp, qq � τpq, q�q ¡ τpp, qq � diampXq , (10.3.15)

contradicting the definition of the diameter.

Now assume that X is a globally hyperbolic Lorentzian length space. Recall

from Lemma 10.3.2 (see also the discussion following Definition 8.1.18) that the time separation

function is finite on such a space, so if the diameter is infinite it cannot be attained. Furthermore,

the assumptions of the previous part still hold, hence diampXq can never be attained.

Recall from Corollary 7.2.8 that there is an immediate consequence of the metric version of

the Bonnet–Myers theorem from Theorem 7.2.7, which states that the perimeter of any triangle

in a metric space with curvature bounded below is less than or equal to 2π?
k
. In the metric

setting, this is argued using hinge comparison, however in the synthetic Lorentzian setting the

result follows directly from the reverse triangle inequality and the previous lemma. In fact we

obtain a stronger result, with a strict inequality. This is of note as a rarity in the process of

transferring results from metric geometry to synthetic Lorentzian geometry; as we have seen,

the derivations of Lorentzian analogues to metric results are usually as difficult as, if not harder

than, their metric counterparts.

Corollary 10.3.6 (Lower Curvature Bounds and Size-Bounds)

Let X be a chronological, strongly causal, geodesic Lorentzian pre-length space with curvature

bounded below by K P R. If K   0 then additionally assume that X satisfies the assumptions

of Theorem 10.3.3 (or Theorem 10.3.4). Then all triangles in X satisfy size-bounds for K and

have perimeter less than 2DK .

Proof. The case where K ¥ 0 is relatively straightforward. We have diampXq ¤ DK � 8 which

cannot be attained on X since τ is finite on X by Lemma 10.3.2. In particular, the perimeter of

every triangle in X is finite.

Now let K   0. By Theorem 10.3.3, we know that diampXq ¤ DK , which is finite.

By Lemma 10.3.5, this is not attained on X. Now consider a triangle ∆px, y, zq in X. Since DK

is not attained on X, this triangle must satisfy size-bounds for L2pKq. Furthermore, we have

DK ¡ τpx, zq ¥ τpx, yq � τpy, zq , (10.3.16)
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from which it follows that τpx, yq � τpy, zq � τpx, zq   2DK as required. Furthermore, since the

assumptions for Theorem 10.3.4 imply those for Theorem 10.3.3, the result holds under these

assumptions as well.

Throughout this part of the thesis, we have assumed that triangles satisfy the appropriate

size-bounds for K, such that their comparison triangle is realisable in L2pKq, cf. [119, Lemma

2.1]. The importance of Corollary 10.3.6 is that it tells us we never needed to do so when

deriving the Toponogov globalisation theorem for Lorentzian length spaces in Theorem 10.2.4 or

the Bonnet–Myers style theorem in its final form in Theorem 10.3.4; all triangles we considered

automatically satisfied the size-bounds to begin with.

10.4 Chapter Summary

In this chapter we have proven the second globalization theorem for curvature bounds on Lorent-

zian pre-length spaces and the counterpart of our Alexandrov’s patchwork from Chapter 9 in the

case of curvature bounded below. In particular, we derived the result of Theorem 10.2.4 for

globally hyperbolic Lorentzian length spaces with curvature bounded below, in the spirit of

Toponogov’s globalisation theorem, from Theorem 7.2.6.

To begin, we recalled several properties of time functions and the null distance, showing

that second countability is sufficient to ensure the existence of the former in our setting. We

also showed that piecewise causal path connectedness, as introduced by [132], is equivalent to the

more standard notion of connectedness on causally path connected spaces. In Lemma 10.1.8,

we strengthened the bound on the null distance diameter of causal diamonds provided by op.

cit. These results culminated in a variation of the Lebesgue number lemma for the null distance

in Lemma 10.1.9. This lemma states that, for any causal diamond Jpx, yq in X, there exists an

ε ¡ 0 such that any causal diamond with null distance diameter less than ε, which is contained

within Jpx, yq, is also contained within some timelike diamond. Furthermore, ifX has a curvature

bound, then ε can be chosen such that the timelike diamonds are comparison neighbourhoods.

We then moved on to deriving a gluing lemma for spaces with curvature bounded below,

as a mirror of Lemma 9.1.1 from the curvature bounded above case. While the exact statement

from the curvature bounded above case does not apply here, we did succeed in showing that if

the angle condition fails at a vertex of a triangle ∆px, y, zq, then the angle condition must fail

in one of the two sub-triangles generated by splitting the triangle in a timelike manner through

either of the other two vertices. This allowed us to perform a cat’s cradle decomposition of an

arbitrary timelike triangle in a globally hyperbolic Lorentzian length space with (local) timelike

curvature bounded below by K P R, following the approach of [133] in the metric setting. In
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particular, we show that if a timelike triangle has failing angle condition, then there is always

a sub-triangle (after some number of decompositions) which possesses a vertex at which the

angle has sign σ � �1 and the angle condition fails. With a careful choice of decomposition,

such a sub-triangle may be found in a comparison neighbourhood, yielding a contradiction. In

summary, no timelike (and hence no admissible causal) triangles may have a vertex at which

the angle condition fails — an analogue of Toponogov’s globalisation theorem in the synthetic

Lorentzian setting. As in the curvature bounded above case, Proposition 8.2.9 implies that

curvature bounded below with respect to triangle comparison and hinge comparison globalise

under the same assumptions, if (8.2.6) also holds.

In the final section of this chapter, Section 10.3, we considered one of the fundamental

consequences of the Toponogov globalisation theorem, namely the Bonnet–Myers theorem, first

deriving a bound on the finite timelike diameter of a Lorentzian pre-length space under the

assumption of global curvature bounded below by some K   0 in Theorem 10.3.3, before ap-

plying Theorem 10.2.4 to obtain a bound on globally hyperbolic Lorentzian length spaces with

local curvature bounded below by K   0 in Theorem 10.3.4. This result should be viewed as the

extension of [158, Theorem 9.5] for globally hyperbolic spacetimes. As in the metric setting, it

was necessary to exclude a number of spaces satisfying some degeneracy condition, corresponding

to local one-dimensionality. As a consequence of Corollary 10.3.6, we obtain that all triangles in

chronological, strongly causal, and geodesic Lorentzian pre-length spaces with curvature bounded

below by K ¥ 0 and all triangles in Lorentzian pre-length spaces satisfying the assumptions of

either Theorem 10.3.3 or Theorem 10.3.4 for K   0 satisfy size bounds for K.

In the conclusion to this part of the thesis, we shall discuss a number of further consequences

of the globalisation theorems for Lorentzian pre-length spaces derived herein, including their

application to causal set theory and Gromov–Hausdorff convergence. For now, however, we leave

the reader with one small open problem: given that the one-dimensional spaces excluded from

the Bonnet–Myers theorem in the metric setting are isometric to R, p0,8q, r0, Bs for B ¡ π?
k
,

and circles of radius greater than 1?
k
, what structures do the locally one-dimensional spaces

correspond to in the synthetic Lorentzian setting?
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Part II Outlook

11
In this part of the thesis, we have proven a pair of globalisation theorems for Lorentzian

pre-length spaces with timelike curvature bound, namely an Alexandrov’s patchwork theorem for

spaces with curvature bounded above, Theorem 9.2.2, and a Toponogov globalisation theorem for

spaces with curvature bounded below, Theorem 10.2.4. Along the way, we also derived a gluing

lemma for Lorentzian pre-length spaces with timelike curvature bounded below, Lemma 10.1.13,

and synthetic Lorentzian analogues of both the Bonnet–Myers theorem Theorem 10.3.4, which

bounds the diameter of a Lorentzian pre-length space with curvature bounded below, and the

Lebesgue number lemma Lemma 10.1.9. While the proofs of these results generally follow their

counterparts from metric geometry, a not insignificant amount of difficulty was introduced by

the causal structure we had to adhere to. In particular, only being able to use admissible causal

triangles in our decompositions and having to account for points with infinite time separation

proved to be tricky obstacles. However, in addressing these issues, we were not only able to

refine the definition of curvature bounds to admit anti-de Sitter space in Remark 8.1.27, but

also demonstrate that in Lorentzian length spaces, global hyperbolicity implies causal closure

in Proposition 8.1.19, as it does for spacetimes.1

Let us now discuss future research directions stemming from our work, beginning with

how the results might be strengthened. First and foremost, the metric Toponogov globalisation

theorem is proven in both [133] and [103] for complete metric length spaces. In contrast, The-

orem 10.2.4 considers globally hyperbolic Lorentzian length spaces; while having a Lorentzian

length space is the natural analogue to a metric length space, the global hyperbolicity assump-

1This is a seemingly straightforward result that does not appear elsewhere in the literature.
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tion is not especially mild in the context of the causal ladder (see [147, 127] or the discussion

following Definition 8.1.18). Since the publication of Theorem 10.2.4 in [3, Theorem 3.6], the

four-point condition used to prove the metric Toponogov globalisation theorem in [103] has

been adapted to the Lorentzian setting [123, Definition 4.6]. Consequently, rather than fol-

lowing [133] and using global hyperbolicity to perform the cat’s cradle construction, we are

optimistic that a Lorentzian version of the proof found in [103] might allow us to obtain a more

general result. By extension, this would result in the requirements for the Bonnet–Myers the-

orem (Theorem 10.3.4) and splitting theorem [3, Theorem 4.5]2 for Lorentzian length spaces

with local curvature bounded below becoming less restrictive. In particular, the assumptions un-

der which the Bonnet–Myers theorem holds for Lorentzian length spaces with global curvature

bounds Theorem 10.3.3 are currently weaker than those required for Lorentzian length spaces

with local curvature bounds Theorem 10.3.4, aside from the bounds themselves.

In a similar vein, when investigating the Lorentzification of Alexandrov’s patchwork global-

isation in Section 9.2, we forwent the process of globalising the continuity of τ , instead assuming

that τ was globally continuous a priori and referring the reader to the preliminary result [2, Re-

mark 4.9], where it is shown that τ is continuous on τ�1pp0, DKqq under the assumption of

curvature (locally) bounded above by K. Extending this result to prove that τ is globally

continuous would allow us to remove the corresponding assumption from the statement of The-

orem 9.2.2. Equally, while it is shown in [2, Proposition 4.8] that timelike distance realisers

of length less than DK vary continuously with their endpoints, when we additionally assume

that the Lorentzian pre-length space is locally causally closed and non-totally imprisoning, the

corresponding result from metric geometry, Proposition 7.2.4, does not require such additional

assumptions. Since the constraints of local causal closure and non-total imprisonment are in-

volved in the application of the limit curve theorem [116, Theorem 3.7], any further investigation

in this direction may also provide a better understanding of said limit curves. Both of these

improvements would bring Theorem 9.2.2 more in line with the metric version of Alexandrov’s

patchwork globalisation Theorem 7.2.2.

Moving further afield now, let us consider the problem of Gromov–Hausdorff convergence

of Lorentzian manifolds and pre-length spaces. It is a well known result of Riemannian geometry

that the limits (in the sense of Gromov–Hausdorff) of Riemannian manifolds with sectional

curvature bounded below by k are metric length spaces with the same lower curvature bound in

the sense of triangle comparison [107], with the Toponogov globalisation theorem [103] guaran-

teeing that the size of the triangle comparison neighbourhoods in the manifolds does not collapse

to zero in the limit. More generally, it is known that lower curvature bounds on metric spaces

2See [128, Theorem 1.4] for the statement of the theorem under global curvature bounds.
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are stable under Gromov–Hausdorff convergence, though not all metric spaces with curvature

bounded below can be obtained from such a limit [106]. These statements have been used to

prove a wide range of finiteness theorems [163–165] which have even been generalised to the

setting of Riemannian orbifolds [166].

Typically, Gromov–Hausdorff convergence is first defined for compact spaces, then extended

to the non-compact case in the form of pointed Gromov–Hausdorff convergence, by picking a dis-

tinguished point in each space and considering the Gromov–Hausdorff convergence of closed met-

ric balls of radius R, around said points, for each R ¡ 0 [167]. However, in Lorentzian geometry,

most spaces of interest are non-compact; indeed, a compact Lorentzian manifold must contain a

closed timelike curve [122, Lemma 14.10], violating causality [116, Lemma 3.3]. Consequently, it

is difficult to establish a suitably general notion of Gromov–Hausdorff convergence in the Lorent-

zian setting and the convergence of sequences of Lorentzian pre-length spaces is still an open

problem, in spite of the various definitions proposed [135, 159, 168]. Regardless, by reflecting on

the metric case, we should expect timelike lower curvature bounds to be stable under any reason-

able notion of Gromov–Hausdorff convergence. In [132, Proposition 4.17], Kunzinger and Stein-

bauer show that this is true for the standard notion of pointed Gromov–Hausdorff convergence

on Lorentzian length spaces given by warped products, while in [134, Theorem 6.7], Minguzzi

and Suhr demonstrate that curvature bounds on so-called “bounded Lorentzian length spaces”

remain stable under a specially tailored notion of Gromov–Hausdorff convergence [134, Theorem

4.34]. This general principle has been described for globally hyperbolic Lorentzian length spaces

by the author and collaborators in [3, Section 4.1], using the notion of convergence introduced

by Minguzzi and Suhr as an example; it is this example that we summarise below.

A bounded Lorentzian metric space is a set X equipped with a function τ̃ : X �
X Ñ r0,8q which satisfies the reverse triangle inequality, is continuous in a topology where

tpp, qq | τ̃pp, qq ¥ εu is compact for all ε ¡ 0, and distinguishes points,3 see [134, Definition 1.1].

If, in addition, timelike related points are connected by distance realisers, then we call X a

bounded Lorentzian length space. Recalling that causal diamonds in globally hyperbolic Lorentz-

ian pre-length spaces are compact, Harvey proposes the following two results [3, Lemma 4.1,

Theorem 4.2], which bring together the Toponogov globalisation theorem for Lorentzian length

spaces with the convergence of bounded Lorentzian length spaces in the sense of Minguzzi–Suhr:

Lemma 11.0.1 (Causal Diamonds Are (Almost) Bounded Lorentzian Length Spaces)

Let X be a globally hyperbolic, regular Lorentzian length space and let Jpp, qq be a causal diamond

in X. Let S be the spacelike boundary of Jpp, qq – the set of points in Jpp, qq which are not timelike

3Recall that τ̃ is said to distinguish x, y P X if τ̃px, yq � 0 implies x � y.
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related to any other point. Then Jpp, qqzS is a bounded Lorentzian length space.

Theorem 11.0.2 (Stability of Lower Curvature Bounds)

Let Xi be a sequence of connected, globally hyperbolic, and regular Lorentzian length spaces with

time functions and timelike curvature bounded below by K P R in the sense of Definition 8.1.20.

Let Ji � Jppi, qiq be a sequence of causal diamonds in Xi with spacelike boundary Si. If the

sequence JizSi converges in the sense of Minguzzi–Suhr [134, Theorem 4.34] to some J , then J

is a bounded Lorentzian length space with sectional curvature bounded below by K in the sense

of Minguzzi–Suhr [134, Definition 6.9].

Another open question in the same spirit, initially posed by [116, Section 5.3], asks whether

Lorentzian length spaces (and by extension spacetimes) can be discretised using “causal sets”.

Causal sets are sets equipped with locally finite partial order and are used to model discrete

spacetimes in the theory of quantum gravity [169,170]. They may be illustrated by locally finite,

transitively reduced, acyclic graphs called Hasse diagrams, where the additional qualifiers reflect

the implicit Lorentzian structure. In that sense, causal sets may be considered the Lorentzian

counterpart to graphs and one might expect that they can be given the structure of a Lorentz-

ian pre-length space, similarly to how a graph can be given the structure of a metric space.

However, unlike when we consider metric graphs (see [109, Section 3.2.2]), a causal set should

not be thought of as including the edges of its corresponding Hasse diagram; the edges merely

represent the partial ordering on the set. Indeed, any vertex of valency ¡ 2 in a graph produces

a branching curve given by its adjacent edges, so Hasse diagrams which are not given by a path

graph violate lower semi-continuity of the time separation function, cf. [116, Lemma 2.12], and

cannot be given the structure of a Lorentzian pre-length space. Instead, [116, Section 5.3] show

that a causal set may be given the structure of a Lorentzian pre-length space (though not a

Lorentzian length space), when interpreted as an “ordered point-cloud.”

In metric geometry, it is known that every compact length space is the Gromov–Hausdorff

limit of a sequence of finite graphs [109, Proposition 7.5.5], amounting to the discretisation of

continuous space. When we consider the limit of a sequence of causal sets, we fall victim to the

same issue as when we considered the limit of Lorentzian manifolds — the spaces we are interested

are, in general, not compact. Some progress may be made, however, as Minguzzi and Suhr show

that causal sets are precisely finite bounded Lorentzian metric spaces [134, Proposition 2.3] and

every (not necessarily finite) bounded metric space is the limit of causal sets [134, Corollary

4.32]. We may therefore obtain the following result:

Proposition 11.0.3 (Local Approximation by Causal Sets)

Globally hyperbolic, regular Lorentzian length spaces are locally given by the limit of causal sets,
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in the sense of Minguzzi–Suhr [134, Theorem 4.34].

Proof. Let X be a globally hyperbolic, regular Lorentzian length space and consider an arbitrary

point x P X. Since globally hyperbolic Lorentzian length spaces are strongly causal and non-

timelike locally isolating, Proposition 8.1.24 implies that there exists points p, q P X such that

x P Ipp, qq � Jpp, qq where Ipp, qq and Jpp, qq are timelike and causal diamonds respectively.

In particular, x P Ipp, qq � Jpp, qqzS for S the spacelike boundary of Jpp, qq. As Jpp, qqzS is

a bounded Lorentzian length space by Lemma 11.0.1, it follows from [134, Corollary 4.32] that

Jpp, qqzS is given by the limit of causal sets. Consequently, for each x P X, there exists an open

set Ipp, qq containing x, which is itself contained in a set Jpp, qqzS given by the limit of causal

sets.

It is unclear from the above result whether or not globally hyperbolic, regular Lorentzian length

spaces are globally given by the limit of causal sets, since gluing together the local approximations

at a given step may not yield a causal set; we need to ensure that the result of this gluing remains

locally finite and acyclic.4

The converse problem of whether all causal sets have continuum approximation given by

spacetimes is known to be false, see the excellent review paper [171]. However, it is plausible that,

in general, causal sets are instead well-approximated by sequences of (non-finite, non-discrete)

Lorentzian pre-length spaces. Resolving both of these issues would strengthen the correspondence

between Lorentzian pre-length spaces and causal sets, enabling results to be shared between the

two perspectives.

4Recall that the partial order is both antisymmetric and transitive.
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Locally-a-section Lagrangian Submanifolds

A
In this appendix, we shall fulfil our promise from Section 2.1.3 and provide a proof of the

statement of Banos [35] given in Proposition 2.1.14. As in earlier chapters, T �M will denote the

cotangent bundle of some manifold M . Let us begin by restating the relevant definitions here

for convenience:

Definition 2.1.5 (Local Diffeomorphism)

A function h : L Ñ M , between manifolds L and M , is called a local diffeomorphism if, for all

y P L, there exists some open neighbourhood Vy � V of y such that hpV q is open in M and the

restriction h|Vy of h to Vy is a diffeomorphism onto its image.

Definition 2.1.13 (Locally-a-Section Submanifold)

A submanifold ι : L ãÑ T �M is called locally-a-section if, for all y P L, there exists a neighbour-

hood Vy � L of y, an open set Uy �M , and a function ψy P C8pUyq such that ιpVyq � dψypUyq.

Now let M be an m-dimensional, connected, Riemannian manifold with contangent bundle

denoted by T �M . Denote the canonical projection by π : T �M Ñ M . Let xi and qi, with

i � 1, . . .m, denote local coordinates on M and the fibres of T �M over M , respectively. Consider

Lagrangian submanifolds ι : L ãÑ T �M with respect to the canonical symplectic form ω :�
dqi ^ dxi. We then have the following result:

Proposition 2.1.14 (Locally-a-Section iff Local Diffeomorphism)

Let pM, gq be a Riemannian manifold and let its cotangent bundle be equipped with the canonical

symplectic form ω. Let π : T �M ÑM be the canonical projection on the cotangent bundle T �M .
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A Lagrangian submanifold ι : L ãÑ T �M with respect to ω is locally-a-section if and only if the

projection π|L :� π � ι : LÑM is a local diffeomorphism.

Proof. Let π|L : L Ñ M be a local diffeomorphism and let y be an arbitrary point in L. We

want to show that L is locally-a-section. As π|L is a local diffeomorphism, there exists some open

neighbourhood V � L of y such that π|LpV q �: U is open in M and π|V is a diffeomorphism

onto its image. In particular, U can be taken to be contractible.1 Let yi be local coordinates

on V . Then, V Q yi π|L7ÝÝÑ xipyq P U . Again by the local diffeomorphism properties of π|L, we

have locally the invertibility of the Jacobian Bxi
Byj and the inverse relation yi � yipxq. Hence, the

embedding ι : L ãÑ T �M becomes i : yi 7Ñ pxipyq, qipyqq � pxi, qipypxqqq �: pxi, pipxqq in local

coordinates. Furthermore, since L is Lagrangian with respect to ω � dqi ^ dxi, we find

Bxi
Byj

Bqi
Byk � Bxi

Byk
Bqi
Byj (A.0.1)

upon computing ι�ω � 0.2 Hence,

Bxi
Byl

�Bpj
Bxi �

Bpi
Bxj



� Bxi
Byl

�Byk
Bxi

Bqj
Byk �

Byk
Bxj

Bqi
Byk



� Bqj
Byl �

Byk
Bxj

Bxi
Byl

Bqi
Byk

� Bqj
Byl �

Byk
Bxj

Bxi
Byk

Bqi
Byl

� Bqj
Byl �

Bqj
Byl

� 0 .

(A.0.2)

Therefore,
Bpj
Bxi �

Bpi
Bxj � 0 (A.0.3)

that is, the one-form η :� pidxi on U �M is closed. Consequently, by the Poincaré lemma, there

is a function ψ P C8pUq so that η � dψ (and therefore pi � Biψ). It follows that dψpUq � ιpV q.
In summary, L is locally-a-section.

Conversely, let L be locally-a-section, such that, for all y P L, there exists V � L open,

U � M open, and ψ P C8pUq such that dψpUq � ιpV q. We wish to show that π|LpV q is open

in M and π|V :� π|L|V � π|ιpV q � ι is a diffeomorphism onto its image. As ι : L ãÑ T �M

is a smoothly embedded submanifold, ι is a topological diffeomorphism, hence V and ιpV q are

1If U is not contractible, take an open ball B � M in the metric topology induced by g, such that π|Lpyq P
B � U . Since metric balls are convex, B is contractible. Then take Ũ � B, Ṽ � ι�1pBq � V .

2Note that ι�
�

B
Byi

�
� Bxj

Byi
B
Bxj �

Bqj
Byi

B
Bqj

.



A Locally-a-section Lagrangian Submanifolds 205

diffeomorphic, with ιpV q carrying the subspace topology in T �M . Furthermore, for x P U , we

have

π � dψpxq � πppxi, Biψpxqq � x , (A.0.4)

so π � dψ is the identity map on U . Similarly, for pxi, Biψpxqq P dψpUq � T �M , we find

dψ � πppxi, Biψpxqq � dψpxiq � pxi, Biψpxqq , (A.0.5)

so dψ � π is the identity map on dψpUq. Consequently, π|dψpUq is the inverse of dψ : U Ñ
dψpUq and U is diffeomorphic to dψpUq, with dψpUq carrying the subspace topology in T �M .

Combining this with the locally-a-section property dψpUq � ιpV q, we find that the composition

π|V � π|ιpV q � ι � π|dψpUq � ι is a diffeomorphism onto its image, with inverse ι�1 � dψ :

π|V pV q Ñ V . Since π|LpV q � π|V pV q � U is known to be open in M , i follows that π|L is a

local diffeomorphism from L to M .

Consequently, for locally-a-section submanifolds and suitably nice sets V � L, U �
π|LpV q � M , we can explicitly write the inverse ι�1 � dψ : U Ñ V of the map π|V . By

the local diffeomorphism property of π|L, we may therefore use the same coordinates on these

corresponding pairs of nice sets; in these coordinates, π|V becomes the identity. Conversely, if a

Lagrangian submanifold L has an open neighbourhood around each point on which one can take

coordinates from M , it follows that the submanifold is locally-a-section.

For submanifolds which are given by global sections, the above proof implies that π|L is a

diffeomorphism and we may use the coordinates from M on L globally. However, the converse

does not hold; given that π|L is a diffeomorphism, we can only infer that L is locally-a-section,

since our proof uses local arguments, such as the Poincaré lemma.

Observe, as we did in Section 2.1.3, that while a local diffeomorphism must be an immersion,

it need not be injective or surjective globally. Consequently, given a generalised solution ι : L ãÑ
T �M to a Monge–Ampère structure which is also locally-a-section, the projection π|L may be

non-injective and ιpLq may intersect several times with any given fibre of T �M over M , resulting

in multiple “branches” of ιpLq (see the interior of the red region in Figure 2.1.1b). Each of the

branches can be interpreted as a separate classical solution, hence generalised solutions which are

locally-a-section with non-injective projection π|L correspond to multivalued functions ψ which

solve the Monge–Ampère equation. Similarly, if the projection π|L is non-surjective, then the

submanifold L may not intersect with some of the fibres of T �M over M at all, corresponding to

solutions of the Monge–Ampère equation whose derivatives are not defined on the whole domain

M (see the grey dashed line in Figure 2.1.1b). This includes functions ψ which are themselves

only defined on a subset of M .



206 A Locally-a-section Lagrangian Submanifolds



Quaternionic Structures and Integrability in Two Dimensions

B
B.1 Quaternionic Structures and Lychagin–Rubtsov Metrics

As promised in Remark 2.2.8, we now demonstrate how choosing a Lychagin–Rubtsov metric in

two dimensions corresponds, up to conformal scaling of the almost (para-)Hermitian form, to a

choice of almost (pseudo-)quaternionic structure on T �M .

Let M be a two-dimensional Riemannian manifold with cotangent bundle T �M and pϖ,αq
be a Monge–Ampère structure on T �M . Assume that α is non-degenerate. Without loss of

generality, we can then scale α so that its Pfaffian with respect to ϖ has modulus 1, i.e. Pfϖpαq �
�1 pointwise. We can do so because the definition of the almost (para-)complex structure (2.2.13)

would otherwise perform this scaling for us. Let K denote one of the p1, 1q forms implied

by Proposition 2.2.7. Again, scale K such that its Pfaffian with respect to ϖ has modulus 1, i.e.

PfϖpKq � �1. This second rescaling corresponds to our freedom to choose a conformal factor

for our Lychagin–Rubtsov metric. In summary, we have

PfϖpKqK ^K � ϖ ^ϖ � Pfϖpαqα^ α , (B.1.1)

α^ϖ � 0 , K ^ϖ � 0 , and K ^ α � 0 , (B.1.2)

where we can move the Pfaffians off of ϖ ^ϖ because they have modulus 1.

The formula (2.2.13) defining the almost (para-)complex structure associated with a Monge–

Ampère structure holds for any two pairwise effective, non-degenerate forms, without the addi-

tional requirement that one of them is closed (read: symplectic). Consequently, we may define
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three almost (para-)complex structures:

α �: J  ϖ , K �: R α , and ϖ �: S  K , (B.1.3)

which satisfy

J2 � �Pfϖpαq I , R2 � �PfϖpαqPfϖpKq I , and S2 � �PfϖpKq I . (B.1.4)

Using the matrix representations of (B.1.3) and (B.1.4), it can be verified that the compositions

of J , R, and S obey the following Cayley table:

I J R S

I I J R S

J J �PfϖpαqI �PfϖpKqS PfϖpαqPfϖpKqR
R R PfϖpKqS �PfϖpαqPfϖpKqI �PfϖpαqJ
S S �PfϖpαqPfϖpKqR PfϖpαqJ �PfϖpKqI

Hence, when Pfϖpαq and PfϖpKq both equal 1, it follows that pJ,R, Sq is a triple of almost

complex structures satisfying the quaternionic relations and we call them an almost quaternionic

structure on T �M . However, when one or both of Pfϖpαq and PfϖpKq is equal to �1, two of

pJ,R, Sq become almost para-complex and the triple satisfies the pseudo-quaternionic relations,

in which case we call pJ,R, Sq an almost pseudo-quaternionic structure on T �M (see [16, Section

4] where a similar construction is performed in the context of the semi-geostrophic equations).

By construction, K is an almost (para-)Hermitian form for J , ϖ is an almost (para-

)Hermitian form for R, and α is an almost (para-)Hermitian form for S. Furthermore, again

using the matrix representations of (B.1.3) and (B.1.4), it is straightforward to check that

gpX,Y q � KpX, JY q � PfϖpαqϖpX,RY q � PfϖpKqαpX,SY q , (B.1.5)

hence g is almost (para-)Hermitian with respect to all three of our almost (para-)complex struc-

tures simultaneously, that is, g is almost (pseudo-)quaternionic Hermitian. Most importantly,

making a different choice of K while keeping pϖ,αq fixed leads to different (para-)complex struc-

tures R and S which satisfy the construction above. Consequently, a choice of Lychagin–Rubtsov

metric is, up to a conformal factor, a choice of almost (pseudo-)quaternionic structure on T �M ,

with the type depending on Pfϖpαq and PfϖpKq.

Furthermore, ϖ is symplectic by assumption and therefore closed, which implies ϖ is (up to

a sign) an almost (para-)Kähler form for g. If α is closed, then α also becomes an almost (para-
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)Kähler form for g, the structure J is integrable by Theorem 2.2.6, and K is a (para-)Hermitian

form for g. Similarly, if K is closed, then K becomes an almost (para-)Kähler form for g, the

structure S is integrable, and α is a Hermitian form for g. Finally, if both K and α are closed,

then pJ,R, Sq are all integrable and pϖ,α,Kq are all, up to a sign, (para-)Kähler for g, in which

case, g is a (pseudo-)quaternionic Kähler metric.

Consider now our fluid dynamical structures pϖ,α,K � ωq from (4.1.1), (4.1.4), and (4.1.8),

with scaling such that their Pfaffians have modulus 1. In particular, Pfϖpαq � sgnpf̂q and

Pfϖpωq � 1. The corresponding triple of almost (para-)complex structures pJ,R, Sq � pĴ , Ĵ�1 �
sgnpf̂qĴ , Sq are therefore quaternionic when f̂ ¡ 0 and pseudo-quaternionic when f̂   0, with g

the corresponding almost (pseudo-) quaternionic Hermitian metric. Furthermore, pJ,R, Sq are

simultaneously integrable if and only if f is constant, in which case g is a (pseudo-)quaternionic

Kähler metric. As a result of our discussion above, we obtain the same Lychagin–Rubtsov metric

in Section 3.2 as in Section 4.1 since, aside from their scaling, the triple of forms used to define

the Lychagin–Rubtsov metric is unchanged and merely reordered, resulting in the same triple of

almost (para-)complex structures. In contrast to the hyper-(para-)Kähler structures constructed

from the semi-geostrophic equations in [172] and the group structure of the analogous tensors

presented in [19] for incompressible Navier–Stokes flows, the group structure of our almost (para-

)complex structures exhibits a type change from quaternionic to pseudo-quaternionic when f̂ goes

from positive to negative. This suggests that our choice of Lychagin–Rubtsov metric is more

natural for studying incompressible Navier–Stokes flows, as all associated geometric quantities

are sensitive to changes in the dominance of vorticity and strain.

B.2 The Poisson Equation for Pressure and Integrability

Let pM, g̊q be a two-dimensional Riemannian manifold with coordinates txiu2i�1 and equip its

cotangent bundle with coordinates txi, qiu2i�1. Let pϖ,αq be the Monge–Ampère structure given

by (4.1.1) and (4.1.4). We wish to show that the almost (para-)complex structure Ĵ in (4.1.6)

is integrable if and only if f̂ is constant. Note that the following computation implies the same

is true for the Monge–Ampère structure (3.2.4b) and the almost (para-) complex structure Ĵ

from (3.2.6), since Pfωpαq � Pfϖpαq.

Recall that the Lychagin–Rubtsov theorem (see Theorem 2.2.6) tells us that, given a Monge–

Ampère structure pϖ,αq for which Pfϖpαq � 0, the corresponding almost (para-)complex struc-

ture
αa

|Pfϖpαq|
�: Jα  ϖ , (B.2.1)
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is integrable if and only if

d

�
1a

|Pfϖpαq|
α

�
� 0 . (B.2.2)

For our Monge–Ampère structure, we have dα � 0 and Pfϖpαq � f̂ , which we assume to be

non-zero, hence

d

�
αa

|Pfϖpαq|

�
� � 1

2f̂ |f̂ | 12
df̂ ^ α . (B.2.3)

so in order to find out when Ĵ and Ĵ are integrable, it remains to check when df̂ ^ α � 0.

From (3.2.4a), we have a basis of 1-forms on T �M given by

dxi and ∇̊qi :� dqi � dxiΓ̊kjiqk . (B.2.4)

Denote the basis of ΓpTT �Mq dual to (B.2.4) by Ei and Ẽi respectively. Then we may write

df̂ � pẼif̂q∇̊qi � pEif̂qdxi , (B.2.5)

from which it follows that

df̂ ^ α �
a
detp̊gq
2

�
pEif̂qεjkdxi ^ ∇̊qj ^ ∇̊qk � pẼif̂qf̂ εjk∇̊qi ^ dxj ^ dxk

�
. (B.2.6)

Since f̂ � 0, this implies df̂ ^ α � 0 if and only if Eif̂ � 0 and Ẽif̂ � 0 for i � 1, 2. That is,

df̂ � 0 as required.

Finally, note that when f̂ :� 1
2∆̊Bp � 1

4R̊|q|2q is a non-zero constant, Bqi f̂ � 0 implies

Bqip14R̊|q|2q � 0, since the first term in f̂ is independent of q. However, as Bqi |q|2 � 0, this

implies R̊ � 0. That is, if f̂ is constant for some two-dimensional, incompressible fluid flow, then

the background of the flow M is Ricci-flat. By contraposition, if M is not Ricci-flat, then f̂ is

not constant, which in turn implies (by the above calculation) that Ĵ and Ĵ are not integrable,

that is, they are never (para-)complex on non-flat M .



Connections and Curvature

C
C.1 Pull-back Metric in Two Dimensions

In what follows, we shall provide some more details on the computation of the Levi-Civita

connection and curvature scalar associated with the metric (3.2.10) from Section 3.2. Firstly,

recall that using (3.2.9), the metric (3.2.10) can be written in the form

gij � ζg̃ij with g̃ij � ψij , (C.1.1)

where the indices on ψ P C8pMq are interpreted via (3.2.15). When ζ � 0, g is a conformal

scaling of the metric sgnpζqg̃ with conformal factor |ζ|, where g̃ is the Hessian metric with respect

to ψ. We wish to exploit this conformal nature to write the Levi-Civita connection and Ricci

curvature scalar of g in terms of those of g̃.

C.1.1 Levi-Civita Connection of the Pull-back Metric

We begin by observing that a consequence of the Ricci identity

r∇̊i, ∇̊jsηk � �R̊ijklηl , (C.1.2)

for one-forms η � ηidxi, is the following expression for the triple derivative of ψ in terms of the

totally symmetrised triple derivative and curvature terms:

∇̊iψjk � ψijk � 1
3

�r∇̊i, ∇̊jsψk � r∇̊i, ∇̊ksψj
� � ψijk � 2

3R̊ipjkq
lψl . (C.1.3)
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Upon applying the first Bianchi identity, R̊ijkl � R̊jkil � R̊kij l � 0, we find

∇̊iψjk � ∇̊jψik � ∇̊kψij � ψijk � 4
3R̊kpijq

lψl . (C.1.4)

Consequently, the Christoffel symbols for g̃ are given by

Γ̃ij
k � 1

2 g̃
klpBig̃jl � Bj g̃il � Blg̃ijq

� Γ̊ij
k � 1

2 g̃
kl
�
∇̊iψjl � ∇̊jψil � ∇̊lψij

�
� Γ̊ij

k � 1
2 g̃
lk
�
ψijl � 4

3R̊lpijq
rψr

	
,

(C.1.5a)

where we have used (C.1.4) in the second step. Introducing the notation

Υijk :� ψijk � 4
3R̊kpijq

lψl . (C.1.5b)

yields (3.2.17a). In general, when a metric is changed by an overall sign, its Christoffel sym-

bols are unchanged, hence (C.1.5a) are also the Christoffel symbols for sgnpζqg̃, when ζ � 0.

The following proposition, see e.g. [173, Theorem 1.159], therefore yields the Christoffel sym-

bols (3.2.17a), upon setting ϕ � 1
2 logp|ζ|q and g1 � sgnpζqg̃.

Proposition C.1.1 (Conformal Scaling of the Levi-Civita Connection)

Let M be a smooth (pseudo-)Riemannian manifold with metric g � e2ϕg1, where ϕ P C8pMq
and g1 is another metric on M , to which g is conformal. Let Γ1ij

k denote the Christoffel symbols

of the second kind associated with g1. Then the Christoffel symbols of the second kind associated

with g are given in terms of g1 as

Γij
k � Γ1ij

k � pBiϕqδjk � pBjϕqδik � pBlϕqpg1qlkg1ij , (C.1.6)

where pg1qij denotes the inverse of the metric g1ij.

C.1.2 Ricci Curvature Scalar of the Pull-back Metric

Let us now compute the curvature scalar for (3.2.10). Firstly, we note that

R̃ijk
l � BiΓ̃jkl � BjΓ̃ikl � Γ̃ik

mΓ̃jm
l � Γ̃jk

mΓ̃im
l

� R̊ijk
l � 1

2

�
∇̊iΥjk

l � ∇̊jΥik
l � 1

2Υik
mΥjm

l � 1
2Υjk

mΥim
l
�
,

(C.1.7)

where we have used (C.1.5a) and set Υij
k :� Υijlg̃

lk. Next, using (C.1.3), it is straightforward

to show that

∇̊ig̃
jk � �g̃jlg̃km�ψilm � 2

3R̊iplmq
nψn

�
. (C.1.8)
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and

∇̊iψjkl � ψijkl � 2R̊ipjkmψlqm � 1
2ψm∇̊pjR̊|i|klqm . (C.1.9)

Using these two relations, we find that

∇̊iΥjk
l � �g̃lr�ψirs � 2

3R̊iprsq
nψn

�
Υjk

s

� 4
3 g̃
lm
�
R̊mpjkqnψin � ψn∇̊iR̊mpjkqn

�
� g̃lm�ψijkm � 1

2ψn∇̊pjR̊|i|kmqn � 2R̊ipjknψmqn
�
.

(C.1.10)

Upon substituting this expression and (C.1.5b) into (C.1.7), the curvature scalar (3.2.18b) then

follows directly upon taking the traces R̃ � g̃ijR̃kij
k.

Setting ϕ � 1
2 logp|ζ|q, the following proposition from e.g. [173, Theorem 1.159] yields

the Ricci curvature scalar of the pull-back metric g in terms of the Ricci curvature scalar of

g1 � sgnpζqg̃ in two dimensions.

Proposition C.1.2 (Conformal Scaling of the Ricci Curvature Scalar)

Let M be a smooth, m-dimensional, (pseudo-)Riemannian manifold with metric g � e2ϕg1, where

ϕ P C8pMq and g1 is another metric on M , to which g is conformal. Let R1 denote the Ricci

curvature scalar associated with g1. Then the Ricci curvature scalar associated with g is given in

terms of g1 as

R � e�2ϕ
�
R1 � 2pm� 1q∆1ϕ� pm� 2qpm� 1q|dϕ|2� , (C.1.11)

where g1ij is the inverse of g1ij and ∆1 denotes the Beltrami Laplacian with respect to g1.

Recall that the Beltrami Laplacian with respect to a metric g̃ can be written as

∆̃ϕ � 1a
|detpg̃q|Bi

�a
|detpg̃q|g̃ijBjϕ

�
. (C.1.12)

Furthermore, when the metric g̃ is changed by an overall sign, both its Beltrami Laplacian and

Ricci curvature scalar change by precisely the same overall sign, due to the presence of g̃ij in

their respective formulæ. Combining these observations with (C.1.11) in two dimensions, again

setting ϕ � 1
2 logp|ζ|q, we find

R � 1

ζ

�
R̃� ∆̃plogp|ζ|qq

�
, (C.1.13)

from which (3.2.18a) then follows.
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C.2 Lychagin–Rubtsov Metric with Arbitrary Background Dimension

We now wish to compute the curvature related to the metric (4.2.7). It will be more efficient to

work in the vielbein formalism than a coordinate basis, so we summarise this below.

C.2.1 Vielbein formalism

Let pM, gq be an m-dimensional (semi-)Riemannian manifold with metric g and coordinatised

by xi with i, j, . . . � 1, . . . ,m. Then, we can write g � 1
2gijdx

i d dxj . The vielbein tangent

vector fields are denoted by Ea P XpMq for a, b, . . . � 1, . . . ,m and can be written in terms of the

coordinate basis Bi as Ea � Ea
iBi, where pEaiq P C8pM,GLpmqq is an m�m matrix of smooth

functions on M . Dually, we have ea � dxieia P Ω1pMq with peiaq P C8pM,GLpmqq, satisfying

the identities Ea  eb � δa
b, Eaieib � δa

b, and ei
aEa

j � δi
j . The metric can then be written in

the vielbein frame as g � 1
2e
b d eaηab, with ηab � diagp�1, . . . ,�1, 1, . . . , 1q.

The structure functions Cabc P C8pMq are given by

rEa, Ebs � Cab
cEc , (C.2.1a)

or, dually,

dea � 1
2e
c ^ ebCbca . (C.2.1b)

The torsion and curvature two-forms,

T a � 1
2e
c ^ ebTbca and Ra

b � 1
2e
d ^ ecRcdab , (C.2.2a)

are then defined by the Cartan structure equations

dea � eb ^ ωba �: �T a and dωab � ωac ^ ωcb �: �Rab , (C.2.2b)

where ωab � ecωca
b is the connection one-form. The associated Ricci tensor and scalar are

Rab :� Rcab
c and R :� ηbaRab . (C.2.2c)

Furthermore, metric compatibility amounts to requiring

ωab � �ωba with ωab :� ωa
cηcb . (C.2.3)

We obtain the Levi-Civita connection by imposing the metric compatibility condi-

tion (C.2.3) and the torsion-free constraint T a � 0. A short calculation enables us to write
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this connection explicitly as

ωab
c � 1

2pCcab � Ccba � Cabcq , (C.2.4)

with indices raised and lowered using ηab. In this case, the curvature scalar (C.2.5) is

R � 2EaC
a
b
b � CabbCacc � 1

2CabcC
acb � 1

4CabcC
abc . (C.2.5)

C.2.2 Levi-Civita Connection of the Lychagin–Rubtsov Metric

Let pM, g̊q be a Riemannian manifold and consider the the metric (4.2.7) on T �M , now assumed

to be 2m-dimensional. Furthermore, let

E̊a :� E̊a
i B
Bxi and e̊a :� dxie̊ia (C.2.6)

be the vielbeins and dual vielbeins on pM, g̊q, with structure functions C̊abc, and set

pêAq � pêa, êaq :�
�b

|f̂ | dxie̊ia, E̊ai ∇̊qi
	
,

pη̂ABq �
�
η̂ab η̂a

b

η̂ab η̂ab

�
:�

�
sgnpf̂q1m 0

0 1m

� (C.2.7)

for multi-indices A,B. Then, the metric (4.2.7) becomes

ĝ � 1
2 ê
B d êAη̂AB . (C.2.8)

Here, e̊ia and E̊ai only depend on the base coordinates xi and not on the fibre coordinates qi.

Next, dually, we have ÊA  êB � δA
B with pÊAq � pÊa, Êaq and

Êa :� 1?
|f̂ |
E̊a

i

� B
Bxi � Γ̊ij

kqk
B
Bqj



and Êa :� e̊i

a B
Bqi . (C.2.9)

A straightforward calculation then yields, for rÊA, ÊBs � ĈAB
CÊC , the relations

rÊa, Êbs � 1?
|f̂ |
C̊ab

cÊc � Êra log
�
|f̂ |

	
Êbs � 1

|f̂ |R̊abc
dqdÊ

c , (C.2.10a)

rÊa, Êbs � 1
2Ê

b log
�
|f̂ |

	
Êa � 1?

|f̂ |
ω̊ac

bÊc , (C.2.10b)

rÊa, Êbs � 0 , (C.2.10c)
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where we have set qa :� E̊a
iqi and used the identities

ω̊ab
c � E̊a

iE̊b
j

�
Γ̊ij

ke̊k
c � B

Bxi e̊j
c



and R̊abc

d � E̊a
iE̊b

jE̊c
kR̊ijk

le̊l
d . (C.2.10d)

Reading off the structure functions ĈABC from these relations and using the formula (C.2.4),

the Levi-Civita connection ω̂AB
C for the metric (4.2.7) is given, in terms of the Levi-Civita

connection ω̊abc for the background metric g̊, by

ω̂AB
C � 1

2pĈCAB � ĈCBA � ĈABCq . (C.2.11)

C.2.3 Ricci Curvature Scalar of the Lychagin–Rubtsov Metric

Upon combining (C.2.10) and (C.2.11) with (C.2.5), the curvature scalar of the metric (4.2.7) is

R̂ � 1
f̂
R̊� 1

4f̂2
R̊abc

dR̊abceqdqe � pm� 1q∆̂B log
�
|f̂ |

	
� δabÊaÊb log

�
|f̂ |

	
� sgnpf̂q

4 pm� 1qpm� 2qδabÊa log
�
|f̂ |

	
Êb log

�
|f̂ |

	
� 1

4mpm� 3qδabÊa log
�
|f̂ |

	
Êb log

�
|f̂ |

	
,

(C.2.12a)

where ∆̂B is the Beltrami Laplacian for ĝ. Here, R̊abcd is the Riemann curvature tensor for the

background metric g̊ and R̊ is the Ricci curvature scalar. In our coordinate basis, we find

R̂ � 1

f̂
R̊� 1

4f̂2
R̊ijk

lR̊ijkmqkqm � pm� 1q∆̂B log
�
|f̂ |

	
� g̊ij B2

BqiBqj log
�
|f̂ |

	
� 1

4f̂
pm� 1qpm� 2q̊gij

� B
Bxi � Γ̊ik

lql
B
Bqk



log

�
|f̂ |

	� B
Bxj � Γ̊jm

nqn
B
Bqm



log

�
|f̂ |

	
� 1

4
mpm� 3q̊gij BBqi log

�
|f̂ |

	 B
Bqj log

�
|f̂ |

	
,

(C.2.12b)

where we have used (C.2.9). This verifies (3.2.14) and (4.2.8).

Finally, for the standard Euclidean background metric g̊ij � δij , we have f̂ � f � 1
2∆p,

with ∆ the standard Laplacian on Rm, so the formula (C.2.12b) simplifies to

R̂ � m� 1

4f3
rp6�mqBifBif � 4f∆f s . (C.2.13)



The Cat’s Cradle for Lorentzian Length Spaces

D
In Section 10.2, we provided the statement of the cat’s cradle construction for globally hy-

perbolic Lorentzian length spaces, but stopped short of providing a full proof, instead discussing

the idea of the process. Here we provide full details of the derivation of this construction, as

originally found in [3, Proposition 3.4].

Since this proof is still rather extensive, we first offer a brief overview. The cat’s cradle

construction (see Figure D.0.2) is a recursive decomposition of a triangle ∆px, y, zq into smaller

triangles chosen such that the angle condition holds at angles of sign σ � �1, that is, the angles

opposite their longest sides. From this construction, we infer a sequence of inequalities (D.0.3).

We then continue with a similarly recursive construction in the model space, assembling a se-

quence of comparison triangles and hinges to infer a sequence of inequalities (D.0.7). Finally we

show that the two sequences of inequalities converge to the same limit, which implies that hinge

comparison at y cannot fail.

Proposition 10.2.2 (Cat’s Cradle)

Let X be a connected, globally hyperbolic, regular Lorentzian length space with time function T

and curvature bounded below by K P R. Fix 0   ε   1
2 and let ∆ � ∆px, y, zq be a timelike

triangle in X. If, for every timelike triangle ∆px1, y1, z1q satisfying both of the following

(i) x ¤ x1 ! y1 ! z1 ¤ z,

(ii) dT px1, z1q ¤ p1� εqdT px, zq,

the angle condition holds at all vertices of ∆px1, y1, z1q, then the angle condition also holds at y

in ∆px, y, zq.

217
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Proof. To begin, set L :� dT px, zq and y0 :� y. Assume without loss of generality that

dT px, y0q ¥ dT py0, zq, otherwise the roles of x and z should be interchanged. Let y1 be the

point on the timelike distance realiser γxy0 such that dT px, y1q � εL, which exists since ε   1
2

and dT px, y0q ¥ 1
2L. As timelike triangles are degenerate in the null distance, see (10.1.5), it

follows that dT py1, zq � p1 � εqL. The new triangle ∆1 � ∆py1, y0, zq, see Figure D.0.1, is a

timelike triangle satisfying assumptions (i) and (ii) of our statement, hence the angle condition

holds at all vertices in ∆1 by construction.

T � 0

T � εL

T � p1� εqL

T � 1

x � xn

z � zn

y � y0

y1

y2

y3

θ1

θ2

θ3

θ4

ϕ1
ϕ2ϕ3

Figure D.0.1: The cat’s cradle construction, showing the first three sub-triangles ∆1, ∆2,
and ∆3. The points yn lie on the level sets T � εL and p1� εqL.

We continue this construction recursively, picking points yn to form new triangles. For even

n, pick yn on the distance realiser γyn�1z such that dT pyn, zq � εL and dT px, ynq � p1 � εqL.

Again, such a yn exists, as

dT pyn�1, zq � p1� εqL ¡ εL � dT pyn, zq . (D.0.1)

This defines a new triangle ∆n � ∆px, yn�1, ynq for n ¥ 1 even. Similarly, for odd n ¥ 1, pick

yn on the distance realiser γxyn�1 and define ∆n � ∆pyn, yn�1, zq. In both cases, ∆n satisfies

assumptions (i) and (ii) from our statement, so the angle condition holds at all vertices of ∆n

by construction.
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Now consider the angles in ∆n. Let θn :� >yn�1px, zq be the angle at yn�1 in ∆n, which is

equal to the angle >yn�1px, ynq when n is even and >yn�1pyn, zq when n is odd. In particular,

θ1 � >ypx, zq is equal to the angle at y in ∆px, y, zq — the angle we are interested in. Denote

by ϕn the angle at yn in ∆n, which is adjacent to θn�1 in the subsequent triangle. For even n,

ϕn � >ynpyn�1, xq, while when n is odd, ϕn � >ynpyn�1, zq. In either case, by Proposition 8.2.6

we find ϕn � θn�1, but with opposite signs σ.

Now set ln :� τpx, ynq � τpyn, zq, for n ¥ 0. For odd n, we find

ln�1 � τpx, yn�1q � τpyn�1, zq
� τpx, ynq � τpyn, yn�1q � τpyn�1, zq
¤ τpx, ynq � τpyn, zq � ln ,

(D.0.2)

where in the first step we use that x, yn, and yn�1 all lie along a distance realiser and the

additivity of length (8.1.5), while in the second step we use reverse triangle inequality on ∆n.

For even n ¡ 0, we find ln�1 ¤ ln by a similar argument. Consequently, we obtain the sequence

0   l0 ¤ l1 ¤ . . . ¤ τpx, zq . (D.0.3)

The initial strict inequality is due to ∆px, y0, zq being a non-degenerate timelike triangle, while

the final inequality in the chain follows from applying reverse triangle inequality to ∆px, yn, zq
(we can terminate the sequence at any n in this way).

The sequence tplnqun¥0 in (D.0.3) is a Cauchy sequence, as it is monotone increasing and

bounded above by τpx, zq (which is finite as ∆px, y, zq satisfies size-bounds). Therefore, ln �
ln�1 Ñ 0 as nÑ8. For odd n ¥ 1, we find

ln � ln�1 � τpyn, zq � τpyn�1, zq � τpx, ynq � τpx, yn�1q
� τpyn, zq � τpyn�1, zq � τpyn, yn�1q ,

(D.0.4)

again using that x, yn, and yn�1 lie on a distance realiser in that order and the additivity of

length (8.1.5). Similarly, for even n ¥ 1 we find

ln � ln�1 � τpx, ynq � τpx, yn�1q � τpyn�1, ynq . (D.0.5)

Hence, this value can be visualised as the excess in the triangle ∆n, that is, the value by which

the longest side exceeds the sum of the two shortest sides, see Figure D.0.1.

Let xn :� x and zn :� z for all n ¥ 0. We now carry out a similar construction in the

model space L2pKq by arranging comparison triangles ∆̄n for ∆n. Since, in general, the angles
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in ∆̄n do not match those in ∆n, the construction in L2pKq does not fit together quite as

neatly, see Figure D.0.2. In contrast to the construction in X, here we begin by considering the

comparison hinge pγȳ0x̄0 , γȳ0z̄0 ; ω̄1q for pγy0x0 , γy0z0 ; θ1q in L2pKq. Recall that, by the definition

of a comparison hinge, Definition 8.2.1, px̄0, ȳ0, z̄0q is a triple of points such that τpx̄0, ȳ0q �
τpx0, y0q, τpȳ0, z̄0q � τpy0, z0q, and ω̄1 � θ1. In particular, there is no restriction on τpx̄0, z̄0q a

priori and instead we set out to obtain one (we have not constructed a comparison triangle for

∆ � ∆px0, y0, z0q here, for example).

ȳ1

ȳ0

z̄1 � z̄2

x̄0 � x̄1

z̄0

x̄2

ȳ2

z̄3

ȳ3

ϕ̄3

θ̄1 ω̄1

ϕ̄1

θ̄2

θ̄3

ϕ̄2

.

Figure D.0.2: The comparison construction for the cat’s cradle. This consists of comparison
triangles with angles θ̄n and ϕ̄n and the comparison hinge pγx̄0ȳ0 , γȳ0z̄0 ; ω̄1q. Not marked for
n ¥ 2 are the angles ω̄n which are adjacent to ϕ̄n�1, and are located in approximately the
same position as θ̄n.

Using this hinge, we now recursively construct the comparison triangles ∆̄n for n ¥ 1. For

odd n, fix ȳn on the distance realiser γx̄n�1,ȳn�1 such that τpx̄n�1, ȳnq � τpxn�1, ynq and choose

z̄n such that the timelike triangle ∆̄n � ∆pȳn, ȳn�1, z̄nq has the same side lengths as ∆n with

respect to τ , i.e. is a comparison triangle for ∆n. Finally, set x̄n � x̄n�1. For even n, similarly fix

ȳn on the distance realiser γyn�1zn�1 such that τpȳn, z̄n�1q � τpyn, zn�1q, construct a comparison

triangle ∆̄n � ∆px̄n, ȳn�1, ȳnq, and set z̄n � z̄n�1.

The choice of the two new points at each stage defines new angles. Denote by θ̄n the angle

in ∆̄n at ȳn�1,
1 by ϕ̄n the angle in ∆̄n at ȳn, and by ω̄n�1 the angle of the remaining open (not

1Note that the angle θ̄n � >̃yn�1pyn, znq for odd n and θ̄n � >̃yn�1pyn, xnq for even n.
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necessarily comparison) hinge pγȳnx̄n , γynzn ; ω̄n�1q adjacent to ϕ̄n, see Figure D.0.2. Note that

ϕ̄n � ω̄n�1, but with opposite sign, again by Proposition 8.2.6. As the angle condition holds at

yn�1 and yn in ∆n by construction, we have θn ¤ θ̄n at qn�1 and ϕn ¥ ϕ̄n for the angle with

sign σ � �1 at yn. Furthermore, by construction, ω̄1 � θ1 ¤ θ̄1. More generally, using the

inequalities ϕ̄n � ω̄n�1, θn ¤ θ̄n, ϕn ¥ ϕ̄n, and Proposition 8.2.6 we obtain

ω̄n�1 � ϕ̄n ¤ ϕn � θn�1 ¤ θ̄n�1 , (D.0.6)

for all n ¥ 1. Consequently, ω̄n ¤ θ̄n for all n ¥ 1 and the relative sizes of the angles are as depic-

ted in Figure D.0.2. Hence, by monotonicity of the hyperbolic law of cosines, see Corollary 8.2.2,

we have τpx̄n�1, z̄n�1q ¤ τpx̄n, z̄nq and the following sequence of inequalities holds:

τpx̄0, z̄0q ¤ τpx̄1, z̄1q ¤ . . . (D.0.7)

At this stage, our construction is complete and we may move on to proving that the angle

condition holds at y in ∆ � ∆px, y, zq. We do so by first illustrating that the hinge condi-

tion (8.2.8) holds at y in ∆. So assume for contradiction that τpx, zq   τpx̄0, z̄0q, that is, the

hinge condition fails at y in ∆, and set C :� τpx̄0, z̄0q � τpx, zq ¡ 0. Since τpx̄n, z̄nq ¥ τpx̄0, z̄0q
and τpx, zq ¥ ln by (D.0.7) and (D.0.3) respectively, we find

τpx̄n, z̄nq � ln ¥ τpx̄0, z̄0q � τpx, zq � C ¡ 0 , (D.0.8)

for all n ¥ 0. Given a subsequence ni such that τpx̄ni , z̄niq � lni Ñ 0, we would have a contra-

diction, implying that the hinge condition holds at y in ∆px, y, zq. Now let ∆̄ � ∆px̄, ȳ, z̄q be

the comparison triangle for ∆ � ∆px, y, zq in L2pKq and denote the angle at ȳ in ∆̄ by θ̄. As

the hinge condition holds at y, we know that

τpx̄, z̄q � τpx, zq ¥ τpx̄0, z̄0q . (D.0.9)

Since τpx̄, ȳq � τpx̄0, ȳ0q and τpȳ, z̄q � τpȳ0, z̄0q, law of (hyperbolic) cosines monotonicity (see Co-

rollary 8.2.2) implies that θ̄ ¥ ω̄1 � θ1, where θ1 is the angle at y in ∆px, y, zq. That is, the

angle condition holds at y in ∆px, y, zq, cf. Definition 10.1.10.

It remains to show that there exists a subsequence ni such that τpx̄ni , z̄niq � lni Ñ 0. We

do so by finding a subsequence ni, such that the time separation between the vertices yni�1 and

yni of the triangle ∆ni (in their causal order) is uniformly bounded away from zero.

Assume for a contradiction that no subsequences ni are such that the time separation

between yni�1 and yni is bounded away from zero. Then we have limnÑ8 τpy2n�1, y2nq �
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x

yc

yb

ya

z

Figure D.0.3: The limiting configuration of the cat’s cradle, when we assume that the time
separation between yni�1 and yni is not bounded away from zero for any subsequence ni.
The configuration consists of two “orthogonal” null segments — if ya and yc were to coincide,
x and z would lie on a null segment with τpx, zq � 0. Since τpx, zq ¡ 0, this is not possible.

limnÑ8 τpy2n�1, y2nq � 0. Now consider the sequence of triples tpy2n�1, y2n, y2n�1qun¥1, which,

by global hyperbolicity of X, lies in the compact set Jpx, zq � Jpx, zq � Jpx, zq. Consequently,

after passing to some subsequence ni, the triples converge to a limit point pya, yb, ycq. Inspecting

the time function, we see that

T pq2n�1q � T ppq � dT pp, q2n�1q � εL � dT pp, q2n�1q � T pq2n�1q � T ppq . (D.0.10)

Furthermore, since q2n�1 ¤ q2n, (10.1.3b) yields

T pq2nq � T pq2n�1q � dT pq2n�1, q2nq � p1� 2εqL ¡ 0 . (D.0.11)

Hence, T pq2n�1q � T pq2n�1q � T pq2nq, which in the limit n Ñ 8 implies that qa � qb � qc.

Furthermore, applying continuity of τ to limnÑ8 τpy2n�1, y2nq � limnÑ8 τpy2n�1, y2nq � 0 yields

τpya, ybq � τpyc, ybq � 0 . (D.0.12)

Consequently, yb is either null related or spacelike related to both ya and yc, but not equal to

either of them.

Recall that x, y2n�1, and y2n lie on a distance realiser, hence τpx, y2n�1q � τpy2n�1, y2nq �
τpx, y2nq. Again applying continuity of τ , we find

τpx, ycq � τpyc, ybq � τpx, ybq . (D.0.13)

By Proposition 8.1.19, X is causally closed and hence x ¤ y2n�1 ¤ y2n implies x ¤ yc ¤ yb. In
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particular, x, yc, and yb lie along a distance realiser with a non-constant null piece γycyb . Thus

by regularity of X, the whole distance realiser is null and therefore τpx, ybq � 0.

Similarly, working from τpy2n�1, y2nq � τpy2n, zq � τpy2n�1, zq and y2n�1 ¤ y2n ¤ z, in the

limit we find

τpya, ybq � τpyb, zq � τpya, zq and ya ¤ yb ¤ z , (D.0.14)

from which it follows that ya, yb, and z lie on a null distance realiser and τpyb, zq � 0. See Fig-

ure D.0.3 for the limiting configuration. Therefore,

lim
iÑ8

l2ni � lim
iÑ8

pτpx, y2niq � τpy2ni , zqq � τpx, ybq � τpyb, zq � 0 (D.0.15)

However, (D.0.3) states that ln is a non-decreasing, positive sequence, hence we have a contra-

diction.

We now have a subsequence ni such that the time separation between the vertices yni�1

and yni is uniformly bounded away from zero, that is, the τ -length of the short side γyni�1yni
(or

γyniyni�1 if the vertices have the opposite time orientation) in ∆ni is uniformly bounded away

from zero. This implies that the τ -length of the longest side in ∆ni is also uniformly bounded

away from zero by reverse triangle inequality. Furthermore, in the limit ni Ñ8 we have triangle

equality for ∆ni , since the excess of ∆ni is equal to lni�lni�1, which tends to zero by the discussion

prior to (D.0.4). Consequently, in the limit, ∆ni either tends to a point or a degenerate admissible

causal triangle, cf. Definition 8.1.7. Since two of the sides of ∆ni have τ -length bounded away from

zero, at least two of the vertices remain timelike related in the limit, so the sequence of triangles

cannot degenerate to a point and instead tends to a degenerate admissible causal triangle. The

realisability lemma [116, Lemma 4.6] (see also our discussion following Definition 8.1.11) implies

that the unique comparison triangle for a degenerate admissible triangle is a timelike line in

L2pKq. It follows that the sequence of comparison triangles ∆̄ni tends towards a timelike line.

By construction, the angle ϕ̄ni lies between the two timelike sides of the triangle ∆̄ni whose

τ -lengths are uniformly bounded away from zero.2 Since these timelike sides tend to segments

of the same timelike line, the definition of an angle (8.2.1) in L2pKq implies that ϕ̄ni Ñ 0

as ni Ñ 8. Furthermore, the identity ω̄n�1 � ϕ̄n implies that ω̄ni�1 Ñ 0. As ω̄ni�1 �
>ȳni

px̄ni , z̄niq is the angle in the (not necessarily comparison) hinge pγx̄ni ȳni
, γȳni z̄ni

; ω̄ni�1q, we

conclude from Corollary 8.2.3 that the excess in our sequence of hinges (interpreted as triangles)

goes to zero, that is, τpx̄ni , z̄niq � τpx̄ni , ȳniq � τpȳni , z̄niq � τpx̄ni , z̄niq � lni Ñ 0 along our

subsequence, as required.

2Recall that comparison triangles have the same side-lengths as their associated “real” triangle and that ϕ̄ni

is adjacent to both the longest side of ∆̄ni and either γȳni�1ȳni
or γȳni

ȳni�1 .
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